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Abstract

This dissertation offers an in-depth investigation of the phonology of Mundurukú, a Tupi language spoken in the Amazonian basin of Brazil, approached from three interrelated perspectives: phonetic, phonological and diachronic. It examines (i) the Mundurukú vowel and consonant inventories, (ii) syllable structure and syllabification, (iii) phonotactic patterns, (iv) nasal harmony, (v) consonant mutation, (vi) tone system and the tone-creaky voice interaction, (vii) reduplication, and (viii) the phonological behavior of various affixes.

The phonetic investigation focuses on several acoustic properties of segments (i.e. vowels and consonants), and on phonological contrasts observed in vowels, in particular the oral-nasal and modal-creaky voice oppositions, in addition to tonal distinctions. This is done with a view to determining how and to what extent such phonetic realizations can be imposed on phonological representations. These issues constitute an important part of the study, and are particularly relevant to the discussion about the coarticulatory effects observed in the realization of stops, nasals and laryngeals.

The study also offers a formal account of all major phonological processes attested in the language such as syllabification, nasal harmony, consonant mutation, tone, etc. The theoretical model adopted here is Optimality Theory (OT), which defends a representation of the structural design of grammars based upon a ranking of universal constraints. Each chapter contributes to the development of an OT-based grammar of the phonology of Mundurukú by examining new aspects of the language, and by situating them in a large-scale scenario until the OT-grammar is assembled. This result is presented in the last chapter.

In search of evidence for the synchronic analysis, and for a better understanding of some uncharacteristic patterns, the study turns to the historical development of the language. Using data from Kuruaya, a sister language to Mundurukú, hypotheses about the stage that preceded both languages, Proto-Mundurukú, are made available. In recovering this stage, and the stage that preceded the modern period, it is possible to recover many of the changes the grammar has undergone and which culminated in the synchronic patterns.

Ultimately, this study argues for an approach to synchronic grammars as a composite of universal and language-specific properties, determined by diachronic changes.
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CHAPTER 1

Introduction

1.1  \textit{Wųųjiųų “Our people”}

1768. \textit{Bastien und Bastienne} by Wolfgang Amadeus Mozart, his first published opera, is performed in Vienna; Joseph Fourier, initiator of the Fourier series, is born in France; the Mundurukú Indians, whose language is the heart of this dissertation, enter Brazilian colonial history.

The Tupi were the first native American groups met by the Europeans in the early period of Brazilian colonization (in 1500). But the Mundurukú, also a Tupi tribe, were first reported only in 1768, in the \textit{Roteiro da viagem da cidade do Pará até as últimas colônias do sertão da província} [Report of the trip from the city of Pará to the remote colonies of the province], written by the Vicar General of Rio Negro, José Monteiro de Noronha. First called Matucucú or Matucaru (they call themselves \textit{Wųųjiųų “our people”; see below}), the Mundurukú inhabited the banks of the Maué river, a tributary of the Amazon.

They became best known, and feared, from 1770 onwards, due to the devastating attacks they launched against white settlements and other tribes along the banks of the Tapajós river (see maps in (2) below), while expanding their territory in the region (Horton 1948, citing Manoel Baena 1885 and Almeida Serra 1779).

By the beginning of the XIXth century, the Mundurukú completely dominated the region between the Madeira and Tapajós rivers, a fact that led the historian Aires de Casal (1917-1976) to name the region after them: \textit{Mundurucânia}.

The Mundurukú abandoned warfare around 1796, when defeated by a troop of expeditionaries. Peaceful contact was then established. Memories of those moments were kept alive until more than 150 years later: “In the old days our grandfathers were still wild and fought against the white men. The whites used to come up our rivers in their canoes, and we always battled. One day a group of them came up, and there was a fight and our men were driven off. Two of our young men were wounded and were left behind. They were captured and taken away. The next time the white men came we were about to attack when the two men who were captured stood up in the canoe and told us not to do anything as these people were our friends. They then came forward and showed us clothes, knives, axes, and many other good things that the whites gave them. They said that if we gave rubber and farinha to the whites, we too would
receive these things. The elders decided to do this and ever since we have been friends of the white men.” Murphy (1960: 27)

The Mundurukú call themselves *Wùyù峪ú* [wʊ̃yʊ̃yʊ̃̄] which means “our own, our people” (w. y- ‘1st person plural inclusive’, -ʤə ‘with, together’, and -y. ē ‘plural’). The name Mundurukú (or its variants) denotes a species of ant, and was given to them by another group, the Parintintin (Strömer 1932, cited in Horton 1948). They were also known as *Paikise* (Father Knife), because of their head-hunting activities, or *Caras-Pretas* (Black Faces), because of their facial tattooing (Kruse 1934). In fact, tattooing was a noticeable feature of the Mundurukú culture, an activity beginning early in childhood and continuing until the adult phase when their whole body was eventually tattooed (e.g. Leopoldi 1979).

Very little is known about the Mundurukú culture prior to the contact. But they were well-known for being one of the most ferocious tribes, often in the hunt for trophy heads, the greatest honor for a Mundurukú warrior. War was then its best source for this activity (Spix and Martius 1823; Murphy and Murphy 1954; Acquaviva 1976; Leopoldi 1979).

Socially, the group had a well-developed moiety and sib system (Kruse 1934; see also Murphy 1959), divided into two exogamic moieties, “White” (*Iriritayú*) and “Red” (*Ipakpukayú*), each of which consisting of various families. The families had eponymous animals or plants, and believed themselves to be related to them – for example, White moiety: *borō* ‘cotton plant, *ikopi* ‘wasp, *tawe* ‘monkey’, etc.; Red moiety: *bio* ‘tapir’, *witō* ‘curassow’, *parawa* ‘red macaw’, *apak* ‘tree, sp.’, etc. According to the Mundurukú culture, this organization was determined by *Karosakaibu*, the mythologic hero responsible for the unification of the group.

The Mundurukú still make use of the moiety system and eponymous nomenclature, despite their adoption of Portuguese names. However, the former denominations, which once served to organize the group into clans, are now hardly referred to among themselves.

A typical Mundurukú village consisted of a men’s house (*eksa*) and a few dwelling houses. Each village had a set of sacred instruments, in which their ancestors’ spirits were believed to be embodied. These instruments were kept in the men’s house (*eksa*) and could by no means be seen by women.

Game animals (*puca*) were also believed to have spirit mothers (*puca xi*) to protect the species. A man who killed an animal without cause could have his soul taken by the animal’s
spirit mother and placed in inferior animals. Hunting was acceptable only for their own subsistence, which also included fishing, gathering and horticulture.


Nowadays the Mundurukú are mainly settled in the south of the Amazon, geographical centre of Brazil, as in the map in (1). Strictly speaking, the area is situated in the southwestern corner in the state of Pará, shown in the map in (2) below. With a population of approximately 7,000 individuals, they are spread around more than 50 villages in the Mundurukú Indigenous Reserve. (Source of maps: www.bondy.ird.fr/carto/linguas.html; originally from Queixalos and Renault-Lescure 2000.)

(1) Map of Brazil
These more than 200 hundred years of contact had a strong effect on their aboriginal culture, and very little resembles the former cultural pattern. But, fortunately, the language survives.
1.2 The Tupi stock

The Tupi stock (Nimuendaju 1948; Rodrigues 1958a-b, 1964, 1970, 1986, 1999; Loukotka 1968; Lemle 1971) comprises ten families of languages, one of which is the Mundurukú family, with two languages: Mundurukú (§1.2.1) and Kuruaya (§1.2.2).

(3) Tupi stock

Arikém Awetí Juruna Mawé Mondé Mundurukú Puruborá Ramaráma Tupari Tupi-Guaraní

Mundurukú

Kuruaya

1.2.1 Mundurukú

Mundurukú is a Tupi language of the Mundurukú family. Their linguistic situation is relatively stable, but the population living in villages close to the city are beginning more and more to make use of the national language, Portuguese. A fair amount of them have already moved to the city, and have become fluent speakers of Portuguese, especially the young people. There is also a considerable number of monolinguals, in particular, elders, women, children, and those living in more remote villages. It is unknown how many dialects the language presently has. Crofts (1967) is the only source in this area.

Mundurukú has been my research language since March 1996, as an undergraduate student and member of the Tupi Comparative project of the Linguistics Division of the Museu Paraense Emílio Goeldi, in Belém-Pará. It was when I heard my first Mundurukú word, *wuykat* /wəykət/ ‘Good afternoon’; at that time I transcribed it as [weyka]. It was not the best word to initiate the study of the language, especially because of the creaky vowels (as we will see throughout this work), and which I did not notice at that time.

The Mundurukú data presented here are from my own field notes, unless otherwise indicated. Data collection took place annually, for a period of approximately 1-3 months every year since 1996, and mostly in Belém-Pará, where the Mundurukú constantly go. Fieldwork on the language also includes a visit to five Mundurukú villages in 1999, and to Jacareacanga in 2003, a town near the reserve and to where many Mundurukú families have already moved. During these 9 years of intermittent fieldwork, I have had the opportunity to work with 19 native speakers, who kindly collaborated with my research and to whom I express my gratitude: Adalto
Akay (26 years old), Adonias Kabá (27, Jacareacanga), Antônio Tawé (38, Missão Cururu village), Carlos Paño (28, Caboroa village), Dionísio Boró (37, Caboroa), Edelson Mundurukú (26, Jacareacanga), Genivaldo Kabá (29, Porto village), Inês Kabá (66, Jacareacanga), Jairo Torres (36, Sai-Cinza village), João Maria (20), José Crixi (42, Missão Cururú), Lorival Boró (approximately 28, Missão Cururú), late Luciano Boró (approximately 45, Missão Cururú), Maria Zilda (approximately 45, Missão Cururú), Martinho Boró (62, Missão Cururú), Nilza Kabá (14, Caboroa), Rafael Paño (approximately 50, Caroçal village), Raimundo Boró (27, Missão Cururú), and Valmar Kabá (approximately 28 and 23, Missão Cururú). The results of this research are presented here. All errors are my own.

This is not the first study of Mundurukú; yet, it is certainly the most detailed. The language has a relatively vast literature on different aspects of its grammar, which go from word lists and notes (for example, Friar Hugo Mense’s material published by Rodrigues in 1947) to studies with pure linguistic focus (e.g. Braun and Crofts 1965; Crofts 1967, 1971, 1973, 1985; Gonçalves 1987; Angotti 1998; Picanço 1997, 1999, 2001, 2002a-d, 2003a-c, 2004a-b; 2005a-b; Gomes 2000, 2002; Pica et al. 2004).

However, since Braun and Crofts’ (1965) preliminary proposal of the Mundurukú segmental and tonal phonology, very little has been done on this part of the grammar (see also Picanço 1997, 1999, 2002a-c, 2004b). This study counters many of the previous claims about the phonology of Mundurukú, and in addition, provides a detailed analysis of the majority of the phonological processes observed in the language. It also offers a systematic investigation of the phonetics of the language, which was, until Picanço’s manuscript (2002d; also Peterson and Picanço 2003), completely unexplored. As an additional benefit, the language is approached from a historical point of view, which not only helps but sometimes provides a better explanation for the various irregularities of the synchronic patterns. This diachronic investigation (see §1.4.3 below) compares Mundurukú to its sister language Kuruaya.

1.2.2 Kuruaya

Kuruaya is an extremely endangered language, and will be extinct soon. There are, according to Costa (1998) and Rodrigues (1999), only five elder speakers, four of them live in the Altamira city, in north-central Brazil, in the state of Pará. My research on this language began in 2002, working with two elder speakers, Maria Curuaia (82 years old) and Paulo Curuaia (89 years old).
The history of the group is unknown, and the language underdescribed. There seems to be available only a few word lists (Snethlage 1910; Nimuendaju 1930), and a preliminary study of its segmental phonology (Costa 1998; see also Picanço 2003b, 2005a-b). Although Kuruaya will not be the focal point of this dissertation, many aspects of its phonology are explored; for example, its segmental phonology and phonological processes such as nasal harmony, consonant mutation, etc. All the hypotheses and data for this language are based on my own field notes, unless otherwise cited. Data collection took place in Altamira in July 2002 and in January 2003.

1.3 Major goal

The investigation of Mundurukú is approached from three viewpoints: phonetic, phonological and diachronic. The ultimate question that the study attempts to answer is: What is the connection between how the language is spoken, how it is represented and how it was represented in the past? It is, by no means, the purpose of this work to offer a profound theoretical discussion on the matter, although theoretical assumptions have to be made. Rather, I attempt to provide a detailed description of the phonetic and phonological structures of the language, and formalize them (see §1.4.2 below). Where a purely synchronic explanation of the facts fails, the analysis turns to the historical development of the language (§1.4.3), which most of the time provides a better understanding of the patterns.

1.4 Organization of the dissertation

1.4.1 Acoustic analysis

The phonetic analysis is acoustic, in which more than 1,500 tokens were examined. The data were recorded in the field using a DAT tape-recorder and a Sony lapel microphone. Three male speakers, Adonias Kabá (AK, 27 years), Jairo Torres (JT, 36 years), and Edelson Mundurukú (EM, 26 years), all of whom speak the same variety of Mundurukú and are familiar with the Mundurukú orthography, were asked to read the target words in the Mundurukú sentence in (4), a sentence in which the test word is pronounced without emphasis, in addition to being relatively independent syntactically so that its tones cannot be affected by neither preceding nor following words.

(4) Orthographic convention “Ijop _____ ãasã” “This is ____ now”.
Phonemic representation /iʃɔp _____ nàsã/ 
Phonetic transcription [iʃɔp _____ násã] (this.one (is)…now)
Because the orthography does not mark contrasts of tone or creaky voice, I introduced the conventional marking (y) to distinguish minimal pairs. Pairs contrasting for creaky voice, e.g. /wida/ ‘clay’ and /wída/ ‘jaguar’, which in the orthography are both written as “wida”, appeared in the stimuli with the creaky vowel marked by a tilde placed under the vowel: “Ijop wída ġasū” ‘This is jaguar now’; pairs contrasting for tone, e.g. /e/ ‘tobacco’ which has a low tone level and /é/ ‘path’ a high tone level, both written as “é” in the orthography, received an acute accent marking the high-tone form: “Ijop é ġasū” ‘This is path now’. Words that were not minimally contrastive were in the stimuli as they are in the orthography. This method turned out to be efficient as the speakers could easily recognize the words after a quick training before the recordings were made.

The recordings were digitized at sampling frequency of 22050 Hz and analyzed using the program for speech analysis Praat (www.fon.hum.uva.nl/praat). The acoustic analysis consists of basic measurements of duration, fundamental frequency, formant frequency, etc. The targets of the acoustic analysis include consonants and vowels, and phonological contrasts such as creaky versus modal types of phonation, oral versus nasal quality of vowels, and finally tones. Further details of each measurement are given especially in chapters 2 and 3, and as necessary.

1.4.2 Phonological analysis: Optimality Theory

The phonological analysis of Mundurukú is based mainly on a database with approximately 2,599 items, divided into: (i) monomorphemic items – 254 noun roots, 217 verb roots, plus 106 morphemes (e.g. affixes, postpositions, particles, etc.); and (ii) non-monomorphemic items – 489 nouns, 506 verbs, plus other 1027 items (e.g. reduplicated and inflected forms, etc.). Many of these were also elicited in larger contexts such as full sentences or small phrases (e.g. possessive constructions, nominalizations, etc.), for which the total number is not available at this point.

The phonological processes examined here are formalized within Optimality Theory (Prince and Smolensky 1993; McCarthy and Prince 1993a). Optimality Theory (OT) defends a model for the architecture of grammars based upon five primary concepts.

(5) Principles of OT (from McCarthy and Prince 1994: 3)

(a) Universality – Universal Grammar (UG) provides a set CON of constraints that are universal and universally present in all grammars.

(b) Violability – Constraints are violable; but violation is minimal.
(c) Ranking – The constraints of CON are ranked on a language-particular basis; the notion of minimal violation is defined in terms of this ranking. A grammar is a ranking of the constraint set.

(d) Inclusiveness – The constraint hierarchy evaluates a set of candidate analyses that are admitted by very general considerations of structural well-formedness.

(e) Parallelism – Best-satisfaction of the constraint hierarchy is computed over the whole hierarchy and the whole candidate set. There is no serial derivation.

In OT, Universal Grammar provides the formal mechanism from which grammars are constructed; this includes the following.

(6) (a) CON – The set of constraints that make up grammars, all of which hierarchically organized in a ranking.

(b) GEN – A generation function that produces the range of candidates (outputs) for every underlying representation (input).

(c) EVAL – An evaluation function composed of individual constraints that comparatively evaluates the outputs with respect to a given constraint in the ranking.

(7) gives an illustration of an Optimality-based approach. The constraints assess each candidate by assigning it a number of violations (indicated by an asterisk ‘*’); if a candidate violates higher ranked constraints, while others pass, this candidate is eliminated (indicated by an exclamation mark ‘!’). Evaluation continues until there is only one candidate left; this is the optimal output (marked by ‘$\not\epsilon$’).

(7) Constraint tableau

<table>
<thead>
<tr>
<th>Input</th>
<th>Constraint A</th>
<th>Constraint B</th>
<th>Constraint C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\not\epsilon$ Cand 1</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>Cand 2</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cand 3</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>
The formalization of the phonology of Mundurukú within the Optimality Theory is not intended to prove or disprove its efficacy as a model. The primary purpose is to propose an account of the major generalizations that can be made about the phonology of Mundurukú, and to construct a grammar based on a system of choices amongst constraints, and their ultimate hierarchical organization. From a theoretical point of view, this brings the language into the debate about the universal versus specific nature of grammars. OT defends that constraints are universal but constraint rankings are language-specific. The study of Mundurukú reveals that language-specific constraints must be invoked, though minimally. In particular, it shows that what is specific to this language is by and large rooted in the various diachronic changes that took place in the development of its grammar.

1.4.3 Diachronic analysis

The study of Mundurukú goes beyond its current stage; it also examines how the language has changed over time. This was done through the reconstruction of two prehistoric stages: (i) the earlier stage of Mundurukú itself (Pre-Mundurukú), and (ii) the common ancestor of both Mundurukú and Kuruaya (Proto-Mundurukú), as schematized in (8). In some cases, the analysis requires reference to a stage previous to Proto-Mundurukú, which I call Pre-Proto-Mundurukú. As a convention, pre-proto-forms will be marked with three asterisks (***(Pre-PMu), proto-forms with two asterisks (**PMu), and pre-forms with a single asterisk (*Pre-Mu); forms without an asterisk are synchronic.

(8) ***Pre-Proto-Mundurukú
    **Proto-Mundurukú (Comparative Reconstruction)
      *Pre-Mundurukú (Internal Reconstruction)
        Kuruya
        Mundurukú

The comparative method, one of the most widely used methods in linguistic reconstruction, was the method used in the reconstruction of Proto-Mundurukú. It comprises three basic steps (e.g. Fox 1995): (i) compilation of a list with regular correspondences in the lexicon; (ii) establishment of the correspondence sets; and (iii) reconstruction of hypothetical forms.
The notations used throughout this dissertation are as follows (e.g. Hock 1991; Fox 1995).

(9) (a)  \( x > y \)     ‘\( x \)’ changes/develops into ‘\( y \)’
(b)  \( y < x \)     ‘\( y \)’ develops out of ‘\( x \)’
(c)  \( x > y / z \_ \) or \( x > y / _z \) ‘\( x \)’ changes into ‘\( y \)’ following or preceding ‘\( z \)’
(d)  \( x \subset y \)     ‘\( x \)’ merges with ‘\( y \)’
(e)  \( x > x/y \)     ‘\( x \)’ splits into ‘\( x \)’ and ‘\( y \)’

The historical approach is of singular value. In addition to being the first proposed for the Mundurukú family, it elucidates many of the irregularities in the patterns observed synchronically (see especially chapters 5, 6 and 7).

1.4.4 Overview of the chapters

I begin the investigation of Mundurukú by examining the phonetic and phonological structures of its segment inventory. Chapter 2 deals with the vowel system; the language has five vowel qualities, /i, e, æ, a, o/, and additional contrasts of nasality and creaky voice. From these, four series of vowels result: oral versus nasal modal vowels, and oral versus nasal creaky vowels. The chapter begins by providing an acoustic analysis of the five vowel qualities, and proceeds to the acoustic properties of the oral-nasal and modal-creaky oppositions. Following Gordon and Ladefoged (2001), a number of properties typically associated with phonation differences were examined; these are: (i) periodicity, (ii) formant frequency (F1, F2, F3), (iii) fundamental frequency (F0), (iv) overall duration, and (v) spectral tilt.

Chapter 3 follows up the investigation of segments by focusing on the consonant inventory, which comprises seventeen consonants: /p, t, ʧ, k, b, d, ʤ, s, s, m, n, η, r, w, y, ?, h/. The phonetic analysis is centered around the acoustic characteristics of intervocalic stops, nasals and laryngeals, with additional investigation of stops and nasals in coda position. The acoustic analysis provides the basis for the following chapters, especially Chapter 4.

Chapter 4 deals with several issues in syllable structure and syllabification, in particular: syllabification of sequences of vowels and consonant clusters, the prohibition of the sequence /t/+coronal, restriction on the occurrence of /r/ and /h/ word-initially, and fusion of the aspect suffix {-m} with voiceless stops.

Phonotactic restrictions are examined in Chapter 5. Its focal point is on the history of consonants and the restrictions on their distribution. From the eleven restrictions detected

Nasal harmony comes next, in Chapter 6. The chapter approaches the process from synchronic and diachronic perspectives, comparing the systems of both Mundurukú and Kuruaya. It shows a step-by-step analysis of the changes since Proto-Mundurukú, as well as their consequences for the grammar of Mundurukú. The chapter concludes with an OT account of the change in nasal harmony.

Another phonological process examined is consonant mutation, Chapter 7, which also receives synchronic and diachronic treatments. Mundurukú has a peculiar process of voicing alternation by means of which /p, tʃ/ are voiced intervocally, whereas /d/ is devoiced postconsonantally. The historical account comes into the picture to support the hypothesis that the process is a consequence of a sound change that failed to apply regularly to some morphemes.

Chapter 8 deals with the phonology of tone and phonation types. Mundurukú is a language that makes use of two levels of pitch, low (L) and high (H), to lexically distinguish items. On the surface we find five tonal behaviors: stable versus unstable H tones, active versus inert L tones, and tonal polarity. The account relies on lexical distinctions to explain the five behaviors. Lexical H tones are stable, lexical L tones are active, triggering dissimilation of a following L, and toneless moras surface L but this tone is inert. Unstable H and polar tones are the manifestation of a floating H tone. The analysis then proceeds to explore the tone-creaky voice interaction. Phonologically creaky vowels do not exhibit contrasts of tones, being restricted to a L tone. Creaky voice was in the past (Braun and Crofts 1965) analyzed as a tonal feature, but Chapter 8 shows that tones are independent of phonation oppositions. The major achievement of the study is that the tonal system of the language can be reduced to two distinctive levels, rather than the four previously proposed.

Chapter 9 concludes this work by assessing the pros and cons of the analysis proposed in the preceding chapters. It attempts to put together all the constraints (see list in the Appendix) out of which the grammar of the Mundurukú phonology can be constructed, its OT-based grammar.
CHAPTER 2

Phonetic and phonological structures of vowels

2.1 Introduction

Chapters 2 and 3 are devoted to the phonetic and phonological structures of vowels and consonants in Mundurukú. The first proposal of its segmental phonology is found in Braun and Crofts (1965). They suggest an inventory composed of sixteen consonants and six vowels, with their six nasal counterparts.¹

(1) Mundurukú phonemic inventory (adapted from Braun and Crofts 1965)

(a) Consonants

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>p</td>
<td>t</td>
<td>k</td>
<td></td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affricate</td>
<td>ʧ</td>
<td>ʤ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ʤ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>s</td>
<td>f</td>
<td>h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td></td>
<td>η</td>
<td></td>
</tr>
<tr>
<td>Liquid</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glide</td>
<td>w</td>
<td>y</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Vowels

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>i i</td>
<td>i i</td>
<td>u u</td>
</tr>
<tr>
<td>Mid</td>
<td>e e</td>
<td>ø ø</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>a a</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹ The language also contrasts modal versus creaky vowels; however, Braun and Crofts (1965; Crofts 1973, 1985) analyze nonmodal phonation as a tonal feature. See §2.2 and §2.3 for a proposal of creaky voice as a property of vowels, and especially Chapter 8 for the phonological behavior of creaky phonation and its interaction with tones.
In later work, Crofts (1973) adds two consonants to the inventory, the voiced alveolar stop /d/ and the palatal nasal /n/; the vowel inventory is reduced to five oral and five nasal vowels, with /o/ standing for previous /u/, and no contrast between /i/ and /ə/.

(2) Mundurukú phonemic inventory (adapted from Crofts 1973)

(a) Consonants

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>p</td>
<td>t</td>
<td>k</td>
<td></td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affricate</td>
<td></td>
<td></td>
<td>θ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>čζ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>s</td>
<td>ʃ</td>
<td></td>
<td>h</td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td>ɲ</td>
<td>η</td>
<td></td>
</tr>
<tr>
<td>Liquid</td>
<td></td>
<td>r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glide</td>
<td>w</td>
<td>y</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Vowels

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>i ĭ</td>
<td>i ĭ</td>
<td></td>
</tr>
<tr>
<td>Mid</td>
<td>e ě</td>
<td></td>
<td>o ō</td>
</tr>
<tr>
<td>Low</td>
<td>a ā</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The last modification of the inventory is found in Crofts (1985); the palatal nasal [ɲ] is treated as an allophone of the velar nasal /ŋ/ syllable-initially, as in (3). There was no other alteration of the vowel inventory.
Consonants (adapted from Crofts 1985)

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>p</td>
<td>t</td>
<td>k</td>
<td></td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affricate</td>
<td></td>
<td>ʧ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ʤ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>s</td>
<td>ʃ</td>
<td></td>
<td>h</td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td></td>
<td></td>
<td>ŋ</td>
</tr>
<tr>
<td>Liquid</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glide</td>
<td>w</td>
<td></td>
<td>y</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

I consider the inventory of consonants in detail in Chapter 3, maintaining the number of consonants as proposed in Crofts (1985), and based on phonetic and phonological evidence, dividing them into four classes: stops, fricatives, nasals and approximants. The laryngeals /?, h/ are grouped with approximants, along with /r, w, y/, and affricates are classified as stops. (See Chapter 3 for details.)

Consonant inventory (as proposed here)

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>p</td>
<td>t</td>
<td>ʧ</td>
<td>k</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>d</td>
<td>ʤ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>s</td>
<td>ʃ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td></td>
<td>ŋ</td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>w</td>
<td>r</td>
<td>y</td>
<td></td>
<td>?, h</td>
</tr>
</tbody>
</table>

In this chapter I examine the phonetic and phonological structures of vowels, with special attention to (i) the acoustic properties of vowel qualities, (ii) the oral-nasal and (iii) modal-nonmodal oppositions. To this date, there are only two preliminary studies which have approached some phonological aspects of the language from a phonetic point of view (Picanço 2002d, 2004b).
In previous proposals of the vowel system (Braun and Crofts 1965; Crofts 1973, 1985), it is maintained that vowels exhibit an oral-nasal opposition, in addition to tone. Creaky phonation, best known as laryngealization in the literature on Mundurukú, was also analyzed as a tonal feature. Here I propose that creaky voice is a contrastive property of vowels, in opposition to modal vowels. (Chapter 8 presents phonological evidence for treating creakiness as a feature of vowels, like nasality.) The term “creaky voice” describes a mode of vocal fold vibration that involves harshness accompanied by lowered pitch (Ladefoged 1971). Articulatorily, creaky voicing is produced by pressing the arytenoid cartilages tightly together, allowing the vocal cords to vibrate only at the other end (Ladefoged 1971). This type of phonation is used to distinguish words such as the following.

(5)  
(a) Modal voice  (b) Creaky voice
   wida ‘clay’       wida ‘jaguar’
   áy ‘rodent, sp.’  ay ‘sloth’ (monkey, sp.)

Braun and Crofts (1965: 26; see also Crofts 1973, 1985) propose that creaky phonation is one of the “four accents” – accent 1 is a super-high tone, accent 2 a mid level tone, accent 3 a low level tone, and accent 4 creaky voice. An alternative analysis has already been proposed by Picanço (1999, 2002b-c; and Chapter 8), who presents phonological evidence against the tonal status of creaky voice, despite its relation to tones. In addition, it is proposed here (see also Picanço 2002b-c; Chapter 8) that there are only two contrastive tones: High (marked with an acute accent, “v̂”) and Low (generally unmarked, except in phonetic transcriptions where it is marked as “v̂”). (Tones and tone-creaky voice interaction are taken up in Chapter 8.)

Another difference from the previous proposal concerns the quality of the nonlow central vowel, which, as shown in the acoustic analysis below, is a mid vowel [ə] (see also Picanço 1997, 1999), not a high vowel [i] as proposed by Braun and Crofts.

The chapter is organized as follows. §2.2 shows the distribution of the vowel qualities within the acoustic space, based upon values for the first two formants (F1, F2). §2.3 takes up the oral-nasal opposition, focusing on the effects of nasalization on vowel height. §2.4 turns to the phonetic aspects of another phonological contrast, the modal-nonmodal contrast. Following Gordon and Ladefoged (2001, and others), five acoustic properties were measured for Mundurukú data: formant frequencies (§2.4.3.1), overall duration (§2.4.3.2), fundamental frequency (§2.4.3.3), periodicity (§2.4.3.4), and spectral tilt (§2.4.3.5). The findings reveal that
fundamental frequency, periodicity and spectral tilt reliably signal the modal-creaky contrast in the language; the results obtained for measurements of fundamental frequency are especially important for the tone-creaky voice interaction.

2.2 Vowel qualities

The phonemic vowel system of Mundurukú distinguishes five vowel qualities, as illustrated in (6). There is one vowel in the high front region, [i], three in the mid region – mid front [e], here represented phonemically by /e/, mid central [ə], and higher mid back [o] – and one low vowel [a].

(6) Vowel qualities
(a) /i/ [i] i-ba-pík His/her arm is burned.
3-arm-be.burned
(b) /e/ [e] i-ba-pék His/her arm is yellow.
3-arm-be.yellow
(c) /ə/ [ə] i-bapók It’s visible.
3-be.visible
(d) /a/ [a] i-ba-pák His/her arm is red.
3-arm-be.red
(e) /o/ [o] i-mə-pók to beat someone up
3Ob-CAUS-be.hurt

The five-vowel system is greatly expanded by contrasts of nasality and creaky voice, resulting in an inventory with four series of vowels: oral and nasal modal vowels, and oral and nasal creaky vowels (after Picanço 1997). The series are given in (7); creaky voice is indicated by (v) placed under the vowel, and nasalization by a tilde (ṽ) above the vowel. Vowels also contrast for tones, but only modal vowels may surface on a High or Low tone; creaky vowels are restricted to Low tone. (On tone distinctions, see Chapter 8).
The Mundurukú vowel system is typologically uncommon due to the gap in the back region, where it lacks the high back vowel /u/. The system is also not fully balanced in the mid region as the mid front vowel [ɛ] is not matched in height by mid back [o]. According to Crothers (1978; see also Greenberg 1966; Maddieson 1984, and others), the most prevalent vowel systems include primarily /i, a, u/, the vowels that are located at the most extreme points in the phonetic space, and then mid vowels.

Proposals have been made to explain universal patterns of vowel distribution based upon the principle of vowel dispersion (e.g. Liljencrants and Lindblom 1972; Lindblom 1986). This principle states that vowels tend to be evenly and widely dispersed in the acoustic space available for vowels (see below). Mundurukú seems to contradict this principle because its system has a major gap in the high back region and an uneven distribution of mid vowels. Nonetheless, internal evidence suggests that the language is in accordance with Liljencrants and Lindblom’s model (and Lindblom 1986) so that the gaps can be accounted for in a principled way.

2.2.1 Vowel dispersion

Languages tend to show a balanced and symmetrical distribution of their vowel systems. In a language with three vowels, the system is typically triangular: /i, a, u/. In one with five vowels, the system includes /i, a, u/ plus two mid vowels, usually /ɛ, ɔ/ (Maddieson 1984).

In attempting to explain such patterns, Liljencrants and Lindblom (1972) proposed the principle of vowel dispersion, which states that vowels tend to be widely and evenly dispersed within the acoustic space for vowels. In this sense, a triangular system takes advantage of this acoustic space by distributing its vowels to the most extreme points, as in (8)a. In a five-vowel system, these three points are first filled up and the remaining vowels are then distributed to intermediate points, i.e. the mid region, (8)b.
The dispersion principle predicts optimal systems, with distributions that first include maximally distant points, and then intermediate ones, depending on the number of vowels a language has. But there are exceptions, systems that do not conform to the maximal distribution of their vowels. Mundurukú, for example, has three deviations: high back [u], mid front [e] and mid back [ɔ], which are the counterparts for [i], [o], and [ɛ] respectively.

However, let us suppose, following Disner (in Maddieson 1984), that gaps in defective systems tend to be compensated for, or complemented by, other vowels in the system. Strictly speaking, the vowels available are distributed in a way that brings the system close to one with a symmetrical distribution. Disner reports three major types of complementary vowels (p. 144): (i) a central vowel; (ii) a front rounded or back unrounded vowel; or (iii) a peripheral vowel similar to the missing vowel but lacking a counterpart of equal height and opposite rounding elsewhere in the system.

Now suppose that the gaps in Mundurukú are compensated for by other vowels in the system. Consider the two possibilities in (10). Compensation in (10)a corresponds to type (iii) above, in which the gap in the mid region is compensated for by the mid back [o], a vowel that is similar to missing [ɔ] and lacks a counterpart of equal height and opposite rounding, i.e. [ɛ]. In this sense, the system has a gap in the high back region, but is fully balanced in the mid region. A second possibility is as in (10)b, which corresponds to types (i) and (iii) together. The gap in the high back region is compensated for by the vowel [o] which is similar to missing [u] (type (iii)), and we can suppose that the mid central vowel [ɔ], although not a perfect counterpart for
[ɛ], balances the system in the mid region (type (i)). In this case, Mundurukú is not a counterexample to the dispersion principle.

\[ (10) \quad \text{Compensation of gaps} \]
\[
\begin{array}{c}
\text{(a)} \quad \varepsilon \leftrightarrow \varepsilon \quad \text{o} \\
\text{(b)} \quad i \leftrightarrow o
\end{array}
\]

Assuming that defective systems tend to have vowels that somehow complement each other, the question is as to whether the distribution of these vowels within the acoustic space reflects their role as complementary vowels. In other words, do complementary vowels tend to be acoustically comparable, either in height or in the front-back dimension, to the missing vowel?

In the following section I address this question, examining how Mundurukú vowels are distributed within the acoustic space. If compensation is as in (10)a, we can suppose that [o] is closer in height to [ɛ] than to [i]; but if compensation is as in (10)b, then [o] is closer to [i] than to [ə] or [ɛ].

To investigate if complementary vowels are distributed as close as possible to the vowels they are compensating for, a two-sample t-test analysis was performed, with height (i.e. F1 values) as a factor. Unless otherwise indicated, the significance level, here and everywhere in this dissertation, is p<0.05.

2.2.2 The acoustic space of Mundurukú vowels

The first step is to determine whether the five-vowel qualities are evenly distributed in the acoustic space, and thus compatible with Liljencrants and Lindblom’s model of maximization of contrast in vowel systems. The list of words selected to represent the five vowel qualities is given in (11). Three male speakers were recorded (AK, JT and EM), resulting in a total of 149 tokens, with an average of 29 tokens for each vowel.

\[ (11) \quad \text{Word list for vowel qualities} \]
\[
\begin{array}{ll}
\text{(a)} & \text{ibapík} \quad \text{‘His/her arm is burned.’} \\
& \hat{ihi} \quad \text{‘winter’} \\
\text{(b)} & \text{ibapék} \quad \text{‘His/her arm is yellow.’} \\
& \hat{hem} \quad \text{‘It’s really a path!’}
\end{array}
\]
The vowels were characterized in terms of the frequencies of the first two formants (F1, F2); F1 characterizes the height, vertical position of the tongue, and F2 the front-back, horizontal position. The formants were measured from wideband spectrograms near the middle of the vowel where they are steady, without the transition effects of consonants. Table 2.1 gives mean values and standard deviations for all vowels.

Table 2.1. F1, F2, F3 mean values and standard deviations for Mundurukú vowels.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>327</td>
<td>2467</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>294</td>
<td>255</td>
</tr>
<tr>
<td>e</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>504</td>
<td>2212</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>220</td>
<td>210</td>
</tr>
<tr>
<td>o</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>480</td>
<td>1387</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>165</td>
<td>226</td>
</tr>
<tr>
<td>a</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>705</td>
<td>1481</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>111</td>
<td>154</td>
</tr>
<tr>
<td>o</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>450</td>
<td>894</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>106</td>
<td>175</td>
</tr>
</tbody>
</table>

Figure 2.1 gives a representative chart of the acoustic space of Mundurukú vowel qualities. In the height dimension, all three speakers distinguish three major degrees of openness: one high vowel [i]; three mid vowels – [e], [ø], and [o] (which ranges from [o] to [u] and occupies a region between mid and high vowels); and one low vowel [a].
Figure 2.1. Formant plots of Mundurukú vowel qualities. (3 speakers: AK, JT, and EM; about 29 tokens for each vowel.)

The five vowel qualities proposed here diverge from previous proposals only with respect to the quality of the central vowel [ɔ], which Braun and Crofts (1965; also Crofts 1973, 1985) posit as being a high central vowel [ɨ], but as shown in Figure 2.1, and in (12), this vowel is much lower than what is expected for [ɨ], and closer to a mid vowel than to [i].

(12) /e-ɔ/:  t=2.40  s.d.=37.7  d.f.=57  p=0.020  
/o-ɔ/:  t=3.07  s.d.=37.2  d.f.=55  p=0.0033  
/i-ɔ/:  t=-21.4  s.d.=27.5  d.f.=57  p<0.0001

Comparing the mid front vowel /e/ to /ɔ/ above and to /o/, in (13), the difference in height is significantly greater for the pair /e-o/ (p<0.0001) than for /e-ɔ/ (p=0.020), making it plausible to suggest that [ɔ] compensates as the back counterpart for [e], rather than [o]. There is also a
significant difference in height between [i] and [o], which is higher than that obtained for the pair /e-o/.

(13) /e-o/: \( t=5.15 \quad s.d.=39.8 \quad d.f.=56 \quad p<0.0001 \)

/i-o/: \( t=-15.6 \quad s.d.=30.1 \quad d.f.=56 \quad p<0.0001 \)

This acoustic investigation thus confirms deviations in the distribution of Mundurukú vowels within the acoustic space, but does not entirely exclude the possibility that compensation of the gaps by other vowels in the system may affect the acoustic realizations of these vowels. The results for Mundurukú suggest that the acoustic distribution of /i, e, a, o, a/, with respect to the height dimension, is \( i > o > a > e > a \) (“>” stands for “higher than”). Taking it this way, the system distributes its vowels first to the most extreme points, and then to intermediate ones.

On the phonological side, the five vowels are here distinguished in terms of the features [high, low, back], as in (14). (Below I present some evidence in support to these distinctions.) The back vowel /o/ is in opposition to /i/ so both are [+high], but /o/ is also [+round], in contrast to /a, a/ which are [+back, -round]; /a/ balances the system in the mid region, in opposition to /e/, which is [-back]. Even though the high back vowel should be represented by /u/, since it is classified as [+high], I will continue to represent it as /o/ in order to be consistent with the Mundurukú orthography, and in which “u” stands for /a/.

(14) Vowel features

<table>
<thead>
<tr>
<th>-back</th>
<th>+back</th>
</tr>
</thead>
<tbody>
<tr>
<td>-round</td>
<td>+round</td>
</tr>
<tr>
<td>+high</td>
<td>i</td>
</tr>
<tr>
<td>-high, -low</td>
<td>e</td>
</tr>
</tbody>
</table>

There is some evidence suggesting that missing /u/ is compensated for by the mid back vowel /o/, justifying stipulation of [+high] for this vowel. In normal speech, /o/ varies freely between [o] and [u], as seen above, and in Figure 2.2 below. There are some exceptions to this variation: okp[o]t *okp[u]t ‘my son (male speech)’, it[o]p *it[u]p ‘her husband’, and [o]p *[u]p ‘arrow’. The absence of the alternation [o~u] in these cases might suggest a contrast, say, between /u/ and /o/ in the back region, in that /u/ varies between [u] and [o], and /o/ is always
[o]. I believe that a contrast /u/ versus /o/ brings about some complications for the vowel system of the language. First, whether or not a back vowel [o] alternates with [u], there is considerable acoustic overlap in their realizations, as Figure 2.2 shows.

Figure 2.2. A comparison between [o] and [o~u]. Words okpot ‘my son (male speech)’, itop ‘her husband’, imèpok ‘to beat s.o. up’, irore ‘It’s loose’ and aro ‘parrot’. (Legend: “o” = nonalternating [o] (16 tokens), “Co~u” = [o~u] alternation in an open syllable (18 tokens), and “Co~uC” = [o~u] alternation in a closed syllable (14 tokens))

Second, the number of items containing a non-alternating /o/ is extremely small; thus far the corpus includes only the three cases cited above. And third, the system is symmetrical with respect to the contrasts oral-nasal and modal-nonmodal. If we make a distinction between /u/ and /o/, the inventory would have six oral modal vowels, /i, e, ø, a, o, u/, but only five nasal modal vowels, /i, e, ø, a, u/, as there are no cases attested of a nonalternating /o/ in these three series.

Given all the above, it is of no detriment to posit only the back vowel /o/, specified for the features [+high, +round], as in (14) above. A phonological fact that supports the analysis is illustrated in (15). In combinations glide + vowel, the language disallows cooccurrence of /o/ with the glide /w/ in the same syllable, a prohibition that is parallel to the restriction on combinations of a high front vowel /i/ with the palatal glide /y/. (See Chapter 4 for an account of the restrictions in combinations glide + vowel.)
Combinations glide + vowel
(a) kà.wì ‘clay’ *yì
(b) ta.wè ‘monkey’ e.pe.ye- ‘2pl.CoRef’
(c) mó.wà ‘bird, sp.’ ya.?àk ‘his/her belly’
(d) wa.?á ‘my head’ ya.?á ‘his/her head’
(e) *wo yo.boŋ ‘It’s big’

Another observation of interest concerns the mismatch in the mid region, where the mid front vowel [ɛ] lacks a back counterpart [ɔ], a vowel with corresponding height and opposite backness for [ɛ]. One possible explanation is that a diachronic change neutralized height distinctions in the back region. Kuruaya, the other language of the Mundurukú family, has a system with six qualities of oral vowels: /i, e, i, a, o, ç/ (Costa 1998; Picanço 2003c; and also Chapter 5), as shown in (16)a. Most importantly, Kuruaya makes a contrast between /o/ and /ç/. Comparing the two systems, a hypothesis is that the system presently observed in Mundurukú may have developed out of a system fully balanced in the mid region, as it is in Kuruaya. Two major changes seem to have taken place: one merged /o/ and /ç/, neutralizing the contrast between the two back vowels and leaving /e/ without a counterpart in Mundurukú, (16)b; and another lowered /ɛ/ to /ɨ/, perhaps to balance the system in the mid region. (Chapter 5 gives more details of historical changes in the vowel inventory).

(16) (a) Kuruaya (b) Mundurukú

<table>
<thead>
<tr>
<th></th>
<th>i</th>
<th>i</th>
<th>o</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ɛ</td>
<td>ç</td>
<td>ɛ</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
</tbody>
</table>

On the basis of these observations, we can argue that the vowel system of Mundurukú achieves Liljencrants and Lindblom’s predictions of maximal dispersion, though it does so by means of compensation of gaps. Compensation does not necessarily affect the acoustic distribution of vowels, as seen above, but can be expressed phonologically, as in the case of /o/ which patterns with /i/ in Mundurukú, or historically, as the change that lowered /i/ to /a/ to balance the system in the mid region. The observation made in Maddieson (1984: 154) proves to
be correct in that the majority of vowel systems that are likely to be exceptions to the dispersion theory “(...) tend toward a balanced distribution of vowels in the available space, either by complementation with a vowel of unexpected quality or by a displacement toward the gap of some or all vowels in the system.” Mundurukú vowel system supports this assumption.

The next step in the analysis is to investigate other contrasts in the language. So far I have considered only vowels produced with a particular state of the glottis, normal voice. There is another set which requires a different adjustment of the glottis: the set of creaky vowels. Both modal and creaky vowels exhibit an opposition between oral and nasal vowels so that the inventory is quite symmetrical, although nasal creaky vowels are much less frequent than nasal modal vowels. In the following sections I examine the acoustic properties of modal-creaky and oral-nasal contrasts, beginning with modal vowels and the oral-nasal opposition. The creaky-modal contrast is examined in §2.4.

2.3 Modal vowels: the oral-nasal contrast

Nasalization is a contrastive property of Mundurukú vowels; there are nasal counterparts to all five oral vowels, irrespective of phonation differences or the environment at which they occur: open and closed syllables, or adjacent to a nasal consonant, in particular, a nasal in coda position. Illustrations of the oral-nasal opposition in modal vowels are given in (17). The contrast in the environment of nasal consonants is crucially achieved at the expense of a further adjustment of velic movement. A nasal consonant is plain only if preceded by a nasal vowel; for example, sequences /vːm, vːn, vːŋ/ result in phonetic sequences such as [vːm, vːn, vːŋ]. If preceded by an oral vowel, for example /vm, vn, vŋ/, the nasal is partially oralized, resulting in phonetic sequences such as [v^b]\text{m}, v^d\text{n}, v^s\text{ŋ}]. A hypothesis is that the reinforcement of the oral-nasal contrast in the environment of nasal consonants causes lowering of the velum to be delayed until after the oral closure is complete (see Chapter 3). In this sense, preoralization is a strategy used by speakers to preserve a phonological contrast.\(^2\) The oral-nasal contrast for all vowels is illustrated below: /i-ɨ/ in (17), /e-ē/ in (18), /ə-ɜ/ in (19), /a-ā/ in (20), and /o-ō/ in (21).

\(^2\) These examples also illustrate leftward nasal spread to [+sonorant] segments, triggered by a nasal vowel. Nasal harmony is examined in Chapter 6, and preoralization of nasal consonants in Chapter 3.
(17)  
(a)  ihi  [ihi]  ‘winter’
     aihñ  [aihñ]  ‘mother’

(b)  kāfi  [kāfi]  ‘sun/moon’
     afi  [afi]  ‘pepper (tree)’

(c)  y-op-tiŋ  [yoptiŋ]  ‘smoke from a stick’
     3-CL-smoke
     ifiŋʔa  [ifiŋʔa]  ‘pot’
     pot-CL

(18)  
(a)  hé̱m  [hè̱m]  ‘It’s really a path!’ (Emphatic)
     t-æ-he-m  [tæhèm]  ‘to choose’
     3O-choose-RED-IMPRF

(b)  e-diŋ  [èdiŋ]  ‘tobacco smoke’
     tobacco-smoke
     ēdi  [e̱di ~ ẽdi]  ‘kind of net (for fishing)’

(c)  ?é  [ʔè]  ‘AUX(iliar)’
     ?è  [ʔè]  ‘mortar’

(19)  
(a)  ðse-ə-hó-m  [ðseəhóm]  ‘to go up’
     CoRef.Poss-up-RED-IMPRF
     ərõ  [ərõ]  ‘maracanã bird’
(b) i-wóy [ìwóy] ‘to wash s.t.’
3Ob-wash
i-wóy [ìwóy] ‘to shoot s.t. (with an arrow)’
3Ob-shoot

(c) o-ró-n [òró'n] ‘I will be white.’
1Su-be.white-IMPRF
o-nó [ònó] ‘my feces’
1-feces

(20) (a) i-á-há-m [ìáhá'm] ‘to bite’
3Ob-bite-RED-IMPRF
awá [àwá] ‘a baby girl’
(b) áwáwa [áwáwa] ‘grandmother’
đje-wá-wá-wá-m [đjëwáwáwám] ‘to scream’
CoRef.Poss-call-RED-RED-IMPRF

(c) ajiwa-ʔá [àjiwáʔá] ‘fish, sp.’
fish-CL
ijiwa-ʔa [ìjìwáʔá] ‘termite’
termite-CL

(21) (a) őhó-ʔa [őhóʔá] ‘flute’
flute-CL
e-őhó-ʔa [e-őhóʔá] ‘head of your domestic animal’
2-domestic.animal-CL
The hypothesis that preoralization is a strategy to maintain the oral-nasal contrast on vowels in the environment of nasal codas is supported by neutralization of the contrast in other environments. First, vowels are always nasalized between nasal consonants (e.g. nôŋôu ‘flea’, inôm ‘to sew s.t.’, imôg ‘to put s.t.’).

In addition, vowels can be nasalized preceding heterosyllabic nasals (e.g. a[ʃi]má ‘fish’, [ká]ŋa ‘sugar-cane’), or optionally nasalized after a nasal onset (e.g., [mɔ]dî ~ [mɔ̃]dî ‘rodent, sp.’, aʃi[má] ~ aʃi[má] ‘fish’), except when the vowel is contrastively nasal, in which case nasalization is obligatory (e.g. noba[nô] ‘gun’, we[nô] ‘Brazil nut’).

Most importantly, oral vowels that cause preoralization also assimilate nasality in nasal harmony; compare tei-m [tɛ̃b] ‘future price’ and tei-ñit [tɛ̃ñit] ‘It’s cheap’. (Nasal harmony is examined in Chapter 5.)

Nasal vowels occur less frequently in syllables closed by a voiceless stop (e.g. sôkôk ‘monkey, sp.’, naõôk ‘lizard’), in contrast with nasal vowels followed by a nasal consonant (e.g. sôkô ‘to be ashamed, embarrassed’, itabêŋ ‘S/he’s alert’), and oral vowels followed by stops and nasals (e.g., irê ‘It’s white’, iwek ‘It’s torn’, imôsôn ‘to clean s.t.’, yôkrên ‘She’s pregnant’).

2.3.1 Acoustic effects of nasalization on vowel height

There is a trend across languages for nasalized vowels to exhibit height differences relative to the corresponding oral vowels (Baht 1975; Ohala 1974, 1975; Wright 1975, 1986; Beddor 1983; Maddieson 1984, and others). Beddor’s (1983) study provides an excellent overview of, as
as objections to, previous proposals about the effects of nasalization on vowel height. It reveals significant cross-linguistic tendencies concerning the direction of such changes. Her findings establish five cross-linguistic patterns in the height dimension, shown in (22). In general, high vowels lower and low vowels raise due to nasalization. Beddor distinguishes between non-contextual, contrastive, nasalization and contextual-dependent nasalization, which refers to nasalization of a vowel adjacent to a nasal consonant, relevant to show systematic changes in the case of mid vowels.

(22) Cross-linguistic patterns (Beddor 1983: 99)
   (a) High nasal vowels lower.
   (b) Low nasal vowels raise.
   (c) Mid non-contextual nasal vowels lower.
   (d) Mid back contextual nasal vowels raise.
   (e) Mid front contextual nasal vowels lower, except if nasalization affects both front
       and back vowel height, in which case both front and back nasal vowels raise.

Acoustic data relating the effects of nasalization on Mundurukú vowels were examined for 3 speakers (AK, JT and EM). The focus was on vowels that exhibit phonologically contrastive nasalization, as in (23), including oral and nasal vowels contiguous to nasal consonants. A list with 20 words with contrastive nasalization was recorded.

(23) Words for comparing oral and nasal vowels in Mundurukú.

- i / ɨ ː́hí ‘winter’ ː́hí ‘mother, Voc.’
  káʃî ‘sun/moon’ aʃî ‘pepper tree’

- e / ẽ hěm ‘path, Emphatic’ tạ́hěm ‘to choose’
  ẽdîŋ ‘tobacco smoke’ ẽdí ‘kind of net for fishing’

- ɔ / ɔ ɔ́jhě́m ‘to go up’ ɔ́rɔ́ ‘maracanã bird’
  oren ‘I’ll be white’ onǎn ‘my feces’

- a / ą ą́hamí ‘to bite’ awá ‘baby girl’
  aʃiwaʔa ‘fish, sp.’ iʃiwaʔa ‘termite’
Cross-linguistic patterns indicate that under the effects of nasalization, high and mid vowels lower and low vowels raise. Ohala (1974, 1975) attributes the changes in vowel height to the perturbation nasalization causes in the frequency of the first formant. Wright (1986: 49) observes that because “vowel height is inversely related to first-formant frequency, it would be expected that vowel nasalization would cause high and mid vowels to lower auditorily and the low vowels either to lower or to raise depending on the speaker and vowel.” There seems to be a general observation that nasal coupling manifests itself differently depending on the vowel quality, and that much of the effect nasalization has on these vowels is correlated with changes in the frequency of the first formant. The reason, as Wright (1986) and Beddor (1986) state, is because nasalization introduces a nasal formant with fixed and relatively low frequency, typically close to F1.

Acoustic data of oral-nasal pairs in Mundurukú indicate that nasalization has a strong effect in the quality of some vowels. This is shown in Figure 2.3.
Figure 2.3. F1 vs. F2 plots of Mundurukú oral-nasal vowels. In each pair of vowels, black stands for oral vowels and white for nasal vowels. Speakers: AK, JT and EM (Average of 29 tokens for each vowel)

Overall, all vowels are affected, except for /a/ and /o/, for which oral and nasal qualities are very similar.

(24) /ā-a/: $t=0.187$ s.d.=67.6 d.f.=59 p=0.85

(25) /ē-ē/: $t=-1.46$ s.d.=100 d.f.=59 p=0.15

There is a lowering effect of high and mid front nasal vowels; /i-ī/ and /e-ē/ differ significantly. The oral-nasal pair /o-ō/ is also different:

(25) /ī-i/: $t=-5.51$ s.d.=39.4 d.f.=62 p<0.0001

(25) /ē-e/: $t=-7.77$ s.d.=72 d.f.=59 p<0.0001

(25) /ō-ō/: $t=-2.77$ s.d.=56.1 d.f.=55 p=0.0077
If we suppose that these results represent the Mundurukú community as a whole, the main effect nasalization has on vowel height is lowering of the high, mid front and central vowels.

Another observation is the effect of nasalization on the front-back dimension, determined by F2. Oral vowels are more likely to be concentrated in a small space, with less variation of formant frequencies, in particular F1 and F2; nasal vowels, on the other hand, exhibit greater variations. The means and standard deviations of formant frequencies are given in Table 2.2.

Table 2.2. Mean values (in Hz) and standard deviations of formant frequencies of oral and nasal vowels.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>338</td>
<td>2386</td>
<td>3064</td>
<td>i</td>
<td>392</td>
<td>2492</td>
<td>3231</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>278</td>
<td>191</td>
<td></td>
<td>50</td>
<td>302</td>
<td>214</td>
</tr>
<tr>
<td>e</td>
<td>508</td>
<td>2223</td>
<td>2898</td>
<td>e</td>
<td>652</td>
<td>2319</td>
<td>3059</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>243</td>
<td>233</td>
<td></td>
<td>92</td>
<td>169</td>
<td>175</td>
</tr>
<tr>
<td>o</td>
<td>493</td>
<td>1513</td>
<td>2566</td>
<td>o</td>
<td>534</td>
<td>1513</td>
<td>2372</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>124</td>
<td>269</td>
<td></td>
<td>62</td>
<td>178</td>
<td>315</td>
</tr>
<tr>
<td>a</td>
<td>727</td>
<td>1502</td>
<td>2496</td>
<td>a</td>
<td>724</td>
<td>1461</td>
<td>2455</td>
</tr>
<tr>
<td></td>
<td>63</td>
<td>124</td>
<td>154</td>
<td></td>
<td>70</td>
<td>188</td>
<td>302</td>
</tr>
<tr>
<td>o</td>
<td>427</td>
<td>973</td>
<td>2448</td>
<td>o</td>
<td>464</td>
<td>907</td>
<td>2300</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>140</td>
<td>188</td>
<td></td>
<td>138</td>
<td>145</td>
<td>327</td>
</tr>
</tbody>
</table>

Another contrastive property of Mundurukú vowels is the modal-creaky contrast. To my knowledge, Mundurukú is the only Tupi language that has a contrast between nonmodal and modal voice. In the following section I shall consider a number of acoustic properties that are most likely to signal this opposition in the language, with the expectation that this analysis will contribute to the interface relation between phonetics and the phonological behavior of creaky vowels.

2.4 Phonation types

The different ways the vocal cords vibrate, or do not vibrate at all, create a variety of phonation types (Catford 1977; Ladefoged 1971). As suggested by Ladefoged (1971; see also Catford 1964), these various glottal states may be represented in the form of a phonation continuum, “[...] defined in terms of the aperture between the arytenoid cartilages, ranging from
voiceless (furthest apart), through breathy voiced, to regular, modal voicing, and then through creaky voice to glottal closure (closest together).” (Gordon and Ladefoged 2001: 384). This continuum is schematically represented in (26).

(26) Continuum of phonation types (from Gordon and Ladefoged 2001: 384)

<table>
<thead>
<tr>
<th>Most open</th>
<th>Voiceless</th>
<th>Breathy</th>
<th>Modal</th>
<th>Creaky</th>
<th>Most closed</th>
</tr>
</thead>
</table>

During voiceless sounds the vocal cords are apart and do not vibrate, but are still close enough to allow for some turbulence in the airstream, for example, for the production of [h] (Ladefoged 1971). The voiceless-voiced opposition occurs in the majority of languages, particularly to make distinctions among consonants (e.g. voiced /b/ versus voiceless /p/).

Languages may also exploit other points on the continuum to manifest linguistic oppositions. Hmong (Huffman 1987) and Gujarati (Fisher-Jorgensen 1967) make a contrast between breathy and modal voice, Jalapa Mazatec (Kirk, Ladefoged and Ladefoged 1993) contrasts creaky, breathy and modal voice, and Kedang (Samely 1990) contrasts creaky and modal voice. Mundurukú contrasts creaky and modal voice (Braun and Crofts 1965; Crofts 1973, 1985; Picanço 1997).

Modal is the normal way of vibration. The vocal folds are adducted along their full length and with a suitable degree of tension as to allow vibration in a rhythmic manner, i.e. opening and closing at regular intervals of time. In breathy phonation, or murmur, the vocal cords are vibrating but never completely closed; as a result, a significant amount of airflow can still escape through the glottis causing turbulence (Catford 1977; Laver 1980). In creaky phonation, often called ‘laryngealization’ or ‘vocal fry’, the arytenoid cartilages are held tightly together allowing only the front portion of the vocal cords to vibrate. The result is a sound produced as ‘a rapid series of taps’ (Catford 1964: 32) and at a very low frequency (Ladefoged 1971; Laver 1980). And finally, glottal closures, characterized by holding together the vocal folds so as to inhibit vibration. However, as Ladefoged and Maddieson (1996: 75) point out, glottal stops are often realized in the form of creaky voice on surrounding vowels, especially intervocally, in the majority of languages, and not as a complete closure.
2.4.1 The modal-creaky voice opposition

Mundurukú contrasts on vowels two modes of laryngeal vibration: modal and creaky voice. The following words illustrate oral vowels with modal and creaky types of phonation. The pair /i-i/ is illustrated in (27), /e-e/ in (28), /a-a/ in (29), /o-o/ in (30), and /o-o/ in (31).

(27) (a) ᵀᵉᵉ-jī-jī-m \text{ ‘to spit’}\n    CoRef.Poss-spit-RED-IMPRF
(b) ᵀᵉᵉ-jī-jī-jī-m \text{ ‘to tremble’}\n    CoRef.Poss-tremble-RED-RED-IMPRF
(c) wida \text{ ‘kind of clay’}
(d) wîdâ \text{ ‘jaguar’}

(28) (a) ᵀᵉᵉ-de-de-m \text{ ‘to play an instrument’}\n    CoRef.Poss-play-RED-IMPRF
(b) i-dē-dē-m \text{ ‘to grate’}\n    3Ob-grate-RED-IMPRF
(c) i-rore \text{ ‘It’s loose.’}\n    3Su-be.loose
(d) i-rogen \text{ ‘It’s ripe.’}\n    3Su-be.ripe-RED.Have

(29) (a) i-ə \text{ ‘It’s light.’}\n    3Su-be.light
(b) i-ɣə \text{ ‘It’s salty.’}\n    3Su-be.salty
(c) o-í-tʃək
3Su-í-be.broken
‘It broke.’

(d) ka-ʤək
thing-be.cold
‘to be cold’

(30) (a) dat
‘scorpion’
(b) dat
‘vomit (N)’

(c) áy
‘rodent, sp.’
(d) ay
‘sloth (monkey, sp.)’

(31) (a) i-rore
3Su-be.loose
‘It’s loose.’
(b) i-ɡq-ɡq
3Su-be.ripe-RED.Have
‘It’s ripe.’

Creaky vowels also contrast for nasalization, but these are rare in the language. The following are some examples of creaky nasal vowels.

(32) Nasal creaky vowels
(a) kara-bĩŋ-bĩŋ
ʔ-ʔ-RED
‘a hole with water’

(b) i-mɔ-kɛnɛŋ-kɛnɛŋ
3Ob-CAUS-cut-RED
‘to make little cuts in s.t. (e.g. fish)’

(c) i-kɔy
3-hole
‘hole of s.t.’

(d) i-mɔ-pa
3Ob-CAUS-be.hurt(?)
‘to beat s.t./s.o. up’
Because creakiness is primarily characterized by lowered pitch in Mundurukú (see §2.4.3.3), Braun and Crofts (1965; Crofts 1973, 1985) proposed that creaky voice is a tonal feature. According to them, creaky voice represents the lowest pitch level, or ‘accent 4’. Despite its interaction with tones, this study (see Chapter 8) differs from Braun and Crofts in treating creaky voice as a property of vowels, like nasality, not as a tonal feature. (As will see in Chapter 8, creaky and L-tone modal vowels form a single class phonologically.)

No tonal contrasts are observed in creaky voice: if a vowel is creaky, or [+constricted glottis], then it has Low tone; modal vowels, on the other hand, may surface on a Low or High tone. Lowered pitch is in fact one of the primary manifestations of creaky voicing in the language. As already noticed by Braun and Crofts (1965), and confirmed later by Picanço (2002d), creakiness is usually accompanied by a pitch lower than that of modal vowels. I will not deal with the phonology of creaky voice or its interaction with tones in this chapter. First I want to investigate its phonetic aspects as a contrastive feature of vowels to determine what acoustic cues better signal the creaky-modal contrast in Mundurukú; all of which have been proven to be good indicators of phonation differences in a number of languages (e.g. Ladefoged, Maddieson and Jackson 1988; Kirk et al. 1993; Gordon and Ladefoged 2001). Because of the rare occurrence of nasal creaky vowels in the language, and absence of good pairs to be contrasted, I will limit myself to examining the creaky-modal opposition in oral vowels only.

### 2.4.2 Acoustic properties of the creaky-modal contrast

Creaky vowels are not heavily creaky in Mundurukú. The waveforms in Figure 2.4 are illustrations of the contrast; they contain a modal vowel [a] (in the top waveform) in the word dat ‘scorpion’, and a creaky vowel [a] in dat ‘vomit’. The waveforms show the full length of the vowel, from the first complete or nearly complete cycle until the last complete or nearly complete pulse. Note that the duration is similar for both vowels: creaky [a] is only 2 ms longer

---

3 I must point out that the degree of constriction varies according to the rate of speech; in a sentence, speakers tend to produce creaky vowels with less constriction, but if the same words are pronounced in isolation, the vowels may be heavily creaky.
than modal [a]. They differ, however, with respect to the number of glottal pulses realized for each vowel: 11 pulses for the modal, and 9 for the creaky vowel. Another observation is that adjacent glottal pulses occur at more or less regular intervals of time in both cases, although individual pulses are longer in duration for [a]: approximately 8 ms for [a] versus 9 ms for [a], and getting longer towards the end as creakiness increases. Creaky voice is in this sense manifested as a gradual fall in pitch.

Figure 2.4. Waveforms illustrating modal [a] and creaky [a]. Words: dat ‘scorpion’ and dgt ‘vomit’, respectively.

Lowered fundamental frequency, glottal pulses with longer duration, and variation between adjacent glottal pulses are some cues associated with the creaky-modal voice distinction in Mundurukú. According to Ladefoged, Maddieson and Jackson (1988), Kirk et al. (1993), and Gordon and Ladefoged (2001), the various laryngeal configurations produce certain acoustic outcomes that can be used to quantify the nonmodal-modal opposition in a given language. Gordon and Ladefoged suggest a number of acoustic properties that are typically associated with phonation types, five of which were examined for creaky-modal pairs of vowels in Mundurukú: (i) formant frequencies, (ii) overall duration, (iii) fundamental frequency, (iv) periodicity, and (v) spectral tilt.4

Formant frequencies. Phonation differences may imply differences in formant values. The reason is that nonmodal phonation may involve a raising of the larynx, as Kirk et al. (1993) suggest for creaky voice in Jalapa Mazatec, or lowering, as Thongkum (1985) suggests for breathy phonation in Chong. Raising of the larynx affects frequency values by shortening the oral tract and so raising F1; lowering would have the opposite effect.

4 Gordon and Ladefoged include another property, intensity, but this was not measured for Mundurukú data because of technical difficulties.
Duration. Nonmodal vowels may have longer duration (e.g. Kirk et al. 1993). A related observation is that nonmodal phonation is often confined to a certain portion of the vowel rather than throughout its length, sometimes lasting for less than half of the vowel (Silverman et al. 1995; Blankeship 2002). Silverman (1995) proposes that nonmodal phonation obscures the perception of other phonological contrasts, for instance the realization of tonal contrasts; with sufficient duration, and by confining nonmodal phonation to only a portion of the vowel, other simultaneous phonological contrasts are also recoverable.

Fundamental frequency. In general, nonmodal phonation is usually correlated with lowered fundamental frequency, whether or not the language uses tones contrastively. This is true for Mundurukú creaky vowels where creakiness can only be realized in a low tone vowel, or is lost otherwise (Picanço 2004b, and Chapter 8).

Periodicity. Creaky voice is characteristically marked by aperiodic glottal pulses. Periodicity refers to measurements of the variation in the duration of consecutive glottal pulses, or jitter. Compared to modal voice, creakiness exhibits more jitter. It is possible to quantify this variation by measuring the duration of adjacent pulses in a given portion of the vowel.

Spectral tilt. Creaky voice can also be characterized in terms of spectral tilt. Measures of spectral tilt compare the differences between the amplitude of the fundamental (F0) and that of higher harmonics, in particular h2 (F0-h2) and the harmonic closest to F1 (F0-F1). In creaky vowels the level of energy is greater in the higher harmonics, i.e. the second harmonic has slightly greater amplitude than the fundamental, and the harmonic closest to F1 has much greater amplitude. For modal vowels the second harmonic has less amplitude than the fundamental, and the harmonic closest to F1 has similar amplitude.

2.4.2.1 Procedures

Similar measurements were conducted in a preliminary study (Picanço 2002d) where a minimal pair was examined, dat ‘scorpion’ and daºt ‘vomit’, as produced by two male speakers. The results showed that fundamental frequency is consistently used by speakers to distinguish creaky from modal vowels. Despite the differences in the degree of creakiness, both speakers produced the creaky vowel [a] with fundamental frequency lower than modal [a]. Jitter and periodicity also reliably identified differences in phonation types; formant frequencies and overall duration overlapped, and did not seem to be a strong indication of the contrast, but new measurements show that there is an effect on formant values, as we will see next.
For this study, the five pairs of modal and creaky vowels, /i-ɨ/, /e-ɛ/, /ɔ-ɑ/, /a-ɑ/ and /o-ɔ/, were recorded by two male speakers, AK and JT, and measured for the five properties described above. Each vowel token was divided into two halves and the measurements were obtained from the second half, given that creaky voice is mostly localized to this portion of the vowel. The formants were measured as close as possible to the middle of the vowel (between 50 and 75%), but still at a point where creakiness was relatively salient, in order to avoid consonant transition effects on both ends. Duration was measured from the first complete or near complete pulse until the last complete or near complete one. Fundamental frequency (F0) was measured at five different points of the vowel, and each point was 1/6 apart from the other; for example, if the duration of a vowel is 150 ms, these were divided by 6 (150/6=25), so F0 was measured every 25 ms of the vowel: 25, 50, 75, 100, and 125 ms. This way we can obtain the drop in pitch that is characteristic of creaky vowels. For periodicity, the last 6-10 successive pulses (excluding the very last pulse) were measured for both modal and creaky vowels; shorter vowels, e.g. /i-ɨ/, had only 6 pulses measured, whereas /a-ɑ/ had about 10. Spectral tilt was also measured at the same point the formant values were obtained. The following words were used for the creaky-modal contrast.

(33) The Mundurukú sample words.

<table>
<thead>
<tr>
<th></th>
<th>Modal</th>
<th>Creaky</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-ɨ</td>
<td>ɗɛʃiʃim</td>
<td>ɗɛʃiʃim</td>
</tr>
<tr>
<td>e-ɛ</td>
<td>ɗɛdedem</td>
<td>idɛdem</td>
</tr>
<tr>
<td>ɔ-ɑ</td>
<td>ɔiʃɔk</td>
<td>kaɗɔk</td>
</tr>
<tr>
<td>a-ɑ</td>
<td>wida</td>
<td>wida</td>
</tr>
<tr>
<td>o-ɔ</td>
<td>iɾore</td>
<td>iɛɾɔɾɛ</td>
</tr>
</tbody>
</table>

2.4.3 Results and discussion

2.4.3.1 Formant frequencies

The effect of creaky phonation on vowel height, determined by F1, varies depending on the vowel. Table 2.3 provides the overall means and standard deviations for the modal-creaky pairs of vowels; the results are based on the measurements of 100 tokens produced by the two speakers, AK and JT, with a total 10 tokens for each vowel.
Table 2.3. Mean values and standard deviations of the formant frequencies (in Hz) of modal and creaky vowels.

<table>
<thead>
<tr>
<th>Mod</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>Creaky</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>345</td>
<td>2430</td>
<td>2998</td>
<td>i</td>
<td>361</td>
<td>2387</td>
<td>2919</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>138</td>
<td>195</td>
<td></td>
<td>18</td>
<td>153</td>
<td>236</td>
</tr>
<tr>
<td>e</td>
<td>505</td>
<td>2289</td>
<td>3016</td>
<td>e</td>
<td>568</td>
<td>2232</td>
<td>3038</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>95</td>
<td>131</td>
<td></td>
<td>36</td>
<td>127</td>
<td>150</td>
</tr>
<tr>
<td>ə</td>
<td>483</td>
<td>2015</td>
<td>2605</td>
<td>ə</td>
<td>447</td>
<td>2079</td>
<td>2856</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>104</td>
<td>168</td>
<td></td>
<td>30</td>
<td>258</td>
<td>319</td>
</tr>
<tr>
<td>a</td>
<td>815</td>
<td>1629</td>
<td>2701</td>
<td>a</td>
<td>811</td>
<td>1672</td>
<td>2768</td>
</tr>
<tr>
<td></td>
<td>74</td>
<td>111</td>
<td>32</td>
<td></td>
<td>59</td>
<td>153</td>
<td>162</td>
</tr>
<tr>
<td>o</td>
<td>395</td>
<td>966</td>
<td>2499</td>
<td>o</td>
<td>435</td>
<td>949</td>
<td>2384</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>48</td>
<td>202</td>
<td></td>
<td>23</td>
<td>83</td>
<td>249</td>
</tr>
</tbody>
</table>

The vowel chart in Figure 2.5 compares the distribution of modal-creaky pairs for all tokens.\(^5\)

---

\(^5\) The mid central pair [ə-ə] in the words *oiʧ*k ‘It broke’ and *kaʤ*k ‘to be cold’ exhibits a large coarticulatory effect of the preceding palatal consonants [ʧ] and [ʤ], causing them to be realized closer to front vowels, i.e. with higher F2 values, in the words examined; recall from §2.2.2 that [ə] has a F2 mean value of 1387 Hz.
The effect of creakiness is significant only in the pairs /e-ε/ and /o-ο/, and there is a small difference in the pair /ə-ə/.

(34) /e-ε/:  \( t=-3.52 \)  \( \text{s.d.}=40.2 \)  \( \text{d.f.}=18 \)  \( p=0.0025 \)

(35) /o-ο/:  \( t=-4.12 \)  \( \text{s.d.}=21.5 \)  \( \text{d.f.}=18 \)  \( p=0.0006 \)

(36) /ə-ə/:  \( t=2.44 \)  \( \text{s.d.}=33.6 \)  \( \text{d.f.}=18 \)  \( p=0.025 \)

Creaky voice did not reach significance in the pairs /a-α/ and /i-ι/.

(37) /a-α/:  \( t=0.130 \)  \( \text{s.d.}=70.4 \)  \( \text{d.f.}=18 \)  \( p=0.90 \)

(38) /i-ι/:  \( t=-1.78 \)  \( \text{s.d.}=20 \)  \( \text{d.f.}=18 \)  \( p=0.092 \)
2.4.3.2 Overall duration

Duration means are given in the following table.

Table 2.4. Duration means and standard deviations (in ms) for Mundurukú modal-creaky vowels. (2 speakers: AK and JT; 10 tokens for each vowel.)

<table>
<thead>
<tr>
<th></th>
<th>i</th>
<th>i</th>
<th>e</th>
<th>è</th>
<th>o</th>
<th>o</th>
<th>a</th>
<th>a</th>
<th>o</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>66</td>
<td>69</td>
<td>89</td>
<td>95</td>
<td>67</td>
<td>79</td>
<td>137</td>
<td>153</td>
<td>232</td>
<td>198</td>
</tr>
<tr>
<td>s.d.</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>11</td>
<td>32</td>
<td>19</td>
<td>16</td>
<td>25</td>
</tr>
</tbody>
</table>

The differences in duration between modal and creaky are significant for the modal-creaky pairs /o-o/ and /ə-ə/:

(36) /o-o/:  t=3.42  s.d.=22.1  d.f.=18  p=0.0030
      /ə-ə/:  t=-2.48  s.d.=10.2  d.f.=18  p=0.023

There were no significant differences in other modal-creaky pairs.

(37) /i-ɨ/:  t=-0.634  s.d.=11.1  d.f.=18  p=0.53
      /e-ɛ/:  t=-1.41  s.d.=9.66  d.f.=18  p=0.17
      /a-ə/:  t=-1.35  s.d.=27.4  d.f.=18  p=0.19

2.4.3.3 Fundamental frequency

The measures of fundamental frequency showed that the creaky-modal distinction is primarily associated with differences in pitch: creaky phonation is manifested by lowered fundamental frequency (F0) relative to modal vowels. The results obtained for this property are based on the measures of 150 tokens (2 speakers): 50 tokens for L-tone vowels (=10 tokens for each vowel quality), 50 tokens for H-tone vowels, and 50 for creaky vowels.6 As previously explained, five points were measured for each token, chosen by dividing the overall duration of

---

6 The following words with High-tone vowels were used for the comparison with corresponding Low-tone and creaky vowels: [ɨ]: ipojín ‘It’ll be heavy’; [ɛ]: dápsém ‘deer’; [ɔ]: okák ‘Take care of me.’; [a]: witá ‘grater’; [ó]: aró ‘parrot’.
the vowel by 6; for instance, if the duration of the vowel was 150 ms, each point measured was 25 ms apart from the other: 25-50-75-100-125 ms, excluding thus the first and last 25 ms of the vowel.

F0 contours for each token are plotted separately for AK and JT in the figures below (from Figure 2.6 to Figure 2.10). Note that the speakers realize F0 contours similarly for both types of phonation: there is a lowering effect on F0 towards the end of the vowel, with the exceptions of H-toned /ó/ that shows a raising effect, and /á/ that is more or less steady. For AK, H-tones are distinctly higher in all cases; L-tone and creaky vowels, on the other hand, overlap depending on the vowel. This overlap is mostly observed in the pair /i-i/ as shown in Figure 2.6. (The results for significance tests are given below.) For other vowels, AK produces L-tone and creaky voicing with some overlap in the pairs /e-e/ and /o-o/, shown in Figure 2.7 and Figure 2.8 respectively, but the tendency is for creaky vowels to be realized with a pitch level lower than that of L-tone modal vowels. The observations for the second speaker (JT) are similar. H-tones have higher F0, although the speaker produces them only a few Hertz higher than L-tones. The results are also comparable with respect to the realization of F0 in the different types of phonation. For both speakers, the low vowel /a/ shows the lowest values, and the high front vowel the highest ones.

Figure 2.6. Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /i/, solid lines for L-tone /i/, and dotted lines for creaky voice /i/.

![Figure 2.6](image_url)
Figure 2.7. Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /e/, solid lines for L-tone /e/, and dotted lines for creaky voice /e/.

![Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /e/, solid lines for L-tone /e/, and dotted lines for creaky voice /e/.

Figure 2.8. Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /a/, solid lines for L-tone /a/, and dotted lines for creaky voice /a/.
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45
Figure 2.9. Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /a/, solid lines for L-tone /a/, and dotted lines for creaky voice /a/.

Figure 2.10. Graphs showing F0 realization for H-tone, L-tone and creaky vowels. Dashed lines are for H-tone /o/, solid lines for L-tone /o/, and dotted lines for creaky voice /o/.

Figure 2.11 gives the mean F0 values for vowels with differences in tone and mode of phonation. The five points measured over the vowel were averaged to obtain a representative F0 value for each vowel token. These values were then averaged and one single F0 value representing each combination of vowel-tone and vowel-creaky voice was obtained. These are shown in the figure.
The significance tests were conducted separately for both speakers, because of the differences in F0 ranges of tonal realizations. H-tone, for example, is produced at about 130 Hz for AK, but below that for JT. Only the results for AK are presented here, because the small number of tokens recorded by JT (4 tokens for each vowel) were not sufficient to obtain satisfactory results. (See Chapter 8 for further details on tone distinctions.)

As previously observed, there is considerable F0 overlap in the pair /i-i/; the results in the table show that the two vowels exhibit no distinction with respect to pitch (p=0.091). We find a very small difference in the pair /a-a/ (p=0.048), but not as significant as the results obtained for other vowels, for which the effect of creaky voice in the realization of pitch is highly significant.

Table 2.5. Results for significance tests: L-tone versus creaky voice. (Speaker: AK)

<table>
<thead>
<tr>
<th></th>
<th>i-i</th>
<th>e-ε</th>
<th>ι-ι</th>
<th>a-α</th>
<th>o-ο</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>1.87</td>
<td>3.85</td>
<td>2.26</td>
<td>8.59</td>
<td>7.70</td>
</tr>
<tr>
<td>s.d.</td>
<td>4.17</td>
<td>3.90</td>
<td>8.19</td>
<td>7.76</td>
<td>3.04</td>
</tr>
<tr>
<td>d.f.</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>p</td>
<td>0.091</td>
<td>0.0032</td>
<td>0.048</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>
In contrast, the table below shows that L-tone and H-tone vowels are clearly distinct. In general, the probability for H and L tone levels to coincide is less than 0.0001, except for the pair /ə-ʌ/ (p=0.014).

Table 2.6. Results for significance tests: L-tone versus H-tone. (Speaker: AK)

<table>
<thead>
<tr>
<th></th>
<th>i-ı</th>
<th>e-è</th>
<th>ə-ʌ</th>
<th>a-ɑ</th>
<th>o-ɔ</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>-11.8</td>
<td>-6.44</td>
<td>-2.98</td>
<td>-8.75</td>
<td>-7.39</td>
</tr>
<tr>
<td>s.d.</td>
<td>2.35</td>
<td>3.95</td>
<td>7.47</td>
<td>3.96</td>
<td>2.77</td>
</tr>
<tr>
<td>d.f.</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>0.014</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

Specifically with respect to the realization of pitch across vowels, the results indicate a correlation between F0 and vowel quality. The front high vowel /i/ exhibits the highest F0 values (relative to other vowels) for H- and L-tones, as well as creaky voice. There is still not sufficient data for this correlation, but some observations are worth being addressed here.

Many studies have examined intrinsic F0 (IF0) in tone languages and found correlations between IF0 and vowel height (Whalen and Levitt 1995 provide an excellent overview; Connell 2002 is another good example). The assumption is that high vowels have higher F0 values than low vowels. Whalen and Levitt observed that tone languages are also subject to IF0, although the differences are mostly observed in H-tone vowels, and typically neutralized in L-tone vowels. The list used for this study does not provide a good corpus for a comparison across vowels, but in principle vowel height may influence the realization of F0 in Mundurukú.

The differences observed for H-tone vowels in Mundurukú more or less conform to the observations made for other languages; while the high front vowel /i/ exhibits F0 values higher than any other vowel – a difference that is carried over to L-tones and nonmodal phonation – the low vowel /a/ exhibits the lowest values in similar contexts. As discussed above, H-tone is clearly distinct from L-tone and creaky phonation for all vowels, and exhibits higher F0 values, typically between 120-130 Hz. Despite the overlaps, L-tone is relatively distinct from creaky phonation, and ranges from approximately 100 Hz to 120 Hz; these values are closer to, but still higher than creaky phonation, which is realized with F0 below 100 Hz for most vowels.

In one extreme we find the high front vowel /i/ with means of 131 Hz for H-tone /i/, 116 Hz for L-tone /i/, and 113 Hz for creaky /j/. At the other extreme, we find the low vowel /a/ with
means of 122 Hz for /á/, 104 Hz for /a/, and 77 Hz for /ã/. The low vowel /a/ has F0 values similar to those for /e/ and /o/ when H-toned, but has the lowest values if realized with a L-tone or creaky voice. In particular, creaky /ã/ exhibits F0 values that begin around 100 Hz, and fall abruptly towards the end (see Figure 2.9 above). If IF0 is a function of vowel height, it seems reasonable to suppose that creaky phonation is fully compatible with a low vowel, but tends to be in conflict with a high vowel. Taken this way, the overlap in pitch between L-tone /i/ and creaky /i/ discussed earlier can be properly understood.

One of the effects of creaky phonation is F0 lowering (e.g. Gordon and Ladefoged 2001), so it may be that there is a conflict between this effect and the elevated F0 characteristically found in high vowels. This is noticeable in the realization of creaky /i/ in Mundurukú, which has pitch higher than other vowels, and overlaps considerably with the low pitch of a modal /i/. The low vowel, on the other hand, is distinctly lower in pitch during nonmodal phonation. This difference allows us to suppose that IF0 is a property that is carried over, not only to tones, but also to nonmodal phonation. Of course, the correlation between F0 and vowel height as a general trend in Mundurukú is not at this point well substantiated. As I pointed out earlier, the data used for this study do not permit an accurate examination across vowels, and the observations made above may be accidental.

The association of creaky voice with low pitch is not only phonetic but also phonological. The phonological behavior of creaky voice, specifically its relation to tones, is examined in detail in Chapter 8. It is demonstrated there that, phonologically, creaky voice is not a tonal property, as it has been argued since Braun and Crofts (1965). The tone associated with tonal vowels on the surface is always L, and like L-tone modal vowels, they are subject to the same processes. It is true that creaky vowels tend to have F0 values lower than modal vowels on a L tone, but I suggest that this is a phonetic effect associated with creaky voice (e.g. Gordon and Ladefoged 2001), and not a phonological property (see Chapter 8 for further discussion). While H-tone vowels act as a distinct set, creaky and L-tone modal vowels pattern together phonologically. This follows from the assumption that contrastive tones in Mundurukú occupy only two areas in the pitch range: one defines High tones and the other defines Low tones. In Chapter 8 I further suggest that, underlyingly, vowels may be modal, [-constricted glottis], or creaky, [+constricted glottis], and that this opposition is independent of tonal distinctions, as shown in (38).
(38) Distinctions between modal and creaky vowels (LN=Laryngeal Node)

(a) Modal vowels  
\[
\begin{array}{c}
V \\
\downarrow LN \\
[-c.g.] \\
\end{array}
\]

(b) Creaky vowel  
\[
\begin{array}{c}
V \\
\downarrow LN \\
[+c.g.] \\
\end{array}
\]

I now turn to the results of two other properties: periodicity and spectral tilt, which are also good indicators of the modal-creaky contrast.

2.4.3.4 Periodicity

Measurements of the variation in the duration of adjacent pulses (jitter), have been used to establish differences in phonation types (e.g. Gordon and Ladefoged 2001; Ladefoged, Maddieson and Jackson 1988). Adjacent pulses vary less during modal vowels than during creakiness, typically characterized by irregularly spaced pulses. Jitter is another property examined for modal-creaky pairs of vowels in Mundurukú. The results indicate that the degree of variation during creaky phonation is higher than the variation observed in modal voice (see below). However, the difference between creaky and modal voicing may be better described as a difference in the duration of individual glottal pulses; creaky vowels are more or less realized with regular glottal pulses, but these are longer in duration. This is illustrated in Figure 2.12 which shows 50 ms displays of waveforms for modal [a], on top, and creaky [a], on bottom, in the words wida ‘clay’ and wija ‘jaguar’. While modal [a] is realized with at least five complete cycles, creaky [a] has only four.

Figure 2.12. Waveforms (50 ms) illustrating duration of adjacent glottal pulses of modal [a] and creaky [a], respectively.
The results of jitter measurements are given in Table 2.7. Creaky vowels tend to have more jitter, as the respective standard deviations imply. But note that the reference values for duration of individual pulses also differ. Overall, mean values for creaky vowels are higher, indicating that they are longer in duration.

Table 2.7. Means and standard deviations for measures of jitter (in ms).

<table>
<thead>
<tr>
<th></th>
<th>Modal</th>
<th>Creaky</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Mean</td>
<td>s.d.</td>
</tr>
<tr>
<td></td>
<td>7.76</td>
<td>0.43</td>
</tr>
<tr>
<td>e</td>
<td>Mean</td>
<td>s.d.</td>
</tr>
<tr>
<td></td>
<td>8.07</td>
<td>0.49</td>
</tr>
<tr>
<td>ə</td>
<td>Mean</td>
<td>s.d.</td>
</tr>
<tr>
<td></td>
<td>7.97</td>
<td>0.83</td>
</tr>
<tr>
<td>a</td>
<td>Mean</td>
<td>s.d.</td>
</tr>
<tr>
<td></td>
<td>7.04</td>
<td>0.35</td>
</tr>
<tr>
<td>o</td>
<td>Mean</td>
<td>s.d.</td>
</tr>
<tr>
<td></td>
<td>8.40</td>
<td>0.49</td>
</tr>
</tbody>
</table>

A significance test was conducted for the duration of adjacent glottal pulses for both modal and creaky voice. The results showed that the duration of glottal pulses during creaky voice is significantly higher relative to modal voice.

Table 2.8. Results for significance tests: Duration of glottal pulses for creaky-modal pairs.

<table>
<thead>
<tr>
<th></th>
<th>i-ɪ</th>
<th>e-ɛ</th>
<th>ə-ɚ</th>
<th>a-ə</th>
<th>o-ʊ</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>-3.56</td>
<td>-5.78</td>
<td>-5.29</td>
<td>-15.9</td>
<td>-10.0</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.45</td>
<td>0.53</td>
<td>1.30</td>
<td>0.84</td>
<td>0.52</td>
</tr>
<tr>
<td>d.f.</td>
<td>73</td>
<td>92</td>
<td>76</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>p</td>
<td>0.0007</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

2.4.3.5 Spectral tilt

Gordon and Ladefoged (2001: 397; and Ladefoged, Maddieson and Jackson 1988) suggest that spectral tilt provides “one of the major parameters that reliably differentiates phonation
types in many languages.” Spectral tilt compares the difference between the amplitude of the fundamental and the amplitude of the higher harmonics. Here I compare the amplitude of the fundamental (F0) relative to that of the second harmonic (h2) and the greatest harmonic in F1. In both modal and creaky phonation, the fundamental tends to have less energy than h2 and F1, but the differences between F0-h2 and F0-F1 are usually higher for vowels with creaky phonation.

The differences between the amplitudes of F0 and h2 (F0-h2) for all vowels are given in Figure 2.13. For both speakers the amplitude values for creaky vowels are higher than the values obtained for modal vowels, with the exception of the modal vowel /e/ which is higher (-5.4 dB) than the corresponding creaky vowel (-4.7 dB) for AK. Speakers differ in the values for each modal-creaky pair. For instance, the results for JT show a greater difference than the results for AK, but overall the amplitude difference F0-h2 serves as an indicator of phonation types in the language.

Figure 2.13. Means for amplitude differences between the fundamental (F0) and the second harmonic (h2) for all vowels.

Interestingly, creaky vowels tend to have amplitude values much lower, often negative, than those of modal vowels, often positive. This difference is illustrated in the graph below.
Figure 2.14. Mean values of the amplitude of the fundamental for modal-creaky pairs of vowels. The vowels appear in the following order, from left to right: /i, e, a, o/. 

Figure 2.15 is a FFT spectra for modal [a] (in the top figure) and creaky [a] (on the bottom) to illustrate the difference in the amplitude of the fundamental, which has negative values for the creaky vowel.

Figure 2.15. FFT spectra of modal [a] and creaky [a] in the Mundurukú words wida ‘clay’ and wiđa ‘jaguar’ (AK).
The differences between modal and creaky phonation can also be quantified by comparing the amplitude difference between the fundamental and the harmonic closest to F1 (F0-F1). The results are shown in Figure 2.16. For both speakers, creaky vowels have much greater energy in the region of F1, relative to the amplitude of the fundamental. This can also be seen by comparing F0 and F1 for both types of phonation in the spectra in Figure 2.15 above. The F0-F1 amplitude differences are also greater for modal phonation but not as high as the ones obtained for creaky vowels.

Figure 2.16. Means for amplitude differences between the fundamental (F0) and harmonic closest to F1 for all vowels.

Measurements of spectral tilt, defined by amplitude differences between the fundamental and higher harmonics (F0-h2 and F0-F1), provide another good way of quantifying differences in phonation types in the language. The second harmonic and the harmonic closest to F1 have greater energy relative to that of the fundamental in creaky phonation, whereas the difference is smaller in modal phonation. These results conform to general observations that spectral tilt reliably differentiates between phonation types (see Gordon and Ladefoged 2001, and references therein).
2.5 Conclusion

To conclude the acoustic investigation of vowels in Mundurukú, I summarize some of the main findings of this chapter.

The vowel system of Mundurukú contains a gap in the high back region due to a missing /u/. The gap is compensated for phonologically by /o/, which I classify as [+high] based on phonological evidence. The imbalance in the mid region – because /e/ [ɛ] does not have a back counterpart of same height /ɔ/ – is the result of a historical process of neutralization between /ɔ/ and /o/. This hypothesis is supported by Kuruaya, a related language, which has a contrast between /e/ and /ɔ/. This uneven distribution is more or less balanced by /ə/, which is acoustically closer to the mid front vowel /e/. Taking this approach, we can suppose that the distribution of vowels in Mundurukú conforms to the principle of vowel dispersion (Liljencrants and Lindblom 1972).

Section §2.3 dealt with the acoustic analysis of the oral-nasal contrast. We saw that nasalization affects height differences mostly in front vowels, which are lower than their oral counterparts.

The analysis then proceeded to the investigation of modal versus creaky vowels. Five acoustic properties were measured for all pairs of vowels: /i-i/, /e-e/, /ɛ-ɔ/, /a-ɑ/ and /o-ɒ/. From these, fundamental frequency, periodicity and spectral tilt were very efficient in differentiating the contrast. Thus, speakers have available three good indicators of the creaky-modal distinction, but at this point of the investigation it is not possible to indicate one dominant perceptual cue. This study does not include perceptual data, but many studies have addressed similar questions. Klatt and Klatt (1990), for instance, conducted a perceptual experiment with American English speakers and, using synthesized speech, they observed that breathiness was more reliably identified by the amplitude of aspiration noise. However, different cues may be employed to differentiate types of phonation, meaning that a parameter used by speakers may not be the same, or not as relevant as, the one used by others in another language. Fundamental frequency may be an important candidate to the position, especially because of the restriction on the creaky-tone interaction. I will come back to this in Chapter 8.
CHAPTER 3
Phonetic and phonological structures of consonants

3.1 Introduction

This chapter describes a number of acoustic properties of Mundurukú consonants, with one question in mind: To what extent must phonetic variations be considered phonologically relevant?

A particularly interesting case involves the realization of voiceless stops in intervocalic position (Section 3.3). Consider three contexts for a stop – (i) internal or initial in the morpheme, preceded by a vowel (VCV or V+CV), (ii) morpheme-finally followed by a morpheme-initial vowel (VC+V), and (iii) morpheme-finally preceding an identical stop in the following morpheme (VC₁+C₁V). The phonology of the language determines that VCV and V+CV sequences be syllabified as V.CV (where “.” marks a syllable boundary), and VC+V and VC₁+C₁V as VC.CV, with gemination of C in sequences VC+V. (Syllabification is examined in detail in Chapter 4.) Phonetically, however, a voiceless stop is ambisyllabic intervocically, independent of its position in the morpheme, and serves both as coda for the preceding syllable and onset for the following, as argued on the basis of acoustic evidence in §3.3. Therefore, sequences VCV, V+CV and VC+V should a priori be phonetically equivalent to sequences where two identical stops are brought together by morpheme concatenation, that is, VC₁+C₁V.

Measurements of closure duration for stops in these sequences contradict the phonology. The results indicate that a stop tends to have greater duration in sequences VCV/V+CV than in VC+V, and are closer to VC₁+C₁V sequences. In addition, the results vary according to individual stops and sequences. This is discussed in Section 3.3, which also examines other acoustic properties of voiceless stops such as Voice Onset Time, and vowel duration preceding a voiceless stop, in comparison to a vowel preceding a voiced stop and a vowel in open or closed syllables.

Section 3.4 deals with the acoustic properties of voiced stops, and discusses some acoustic correlates of the voiced-voiceless distinction in the language, including Voice Onset Time (VOT), closure duration in intervocalic position, and duration of the preceding vowel.

Nasal consonants are examined in Section 3.5. The contrast between oral and nasal vowels seen in Chapter 2, is a determining factor in the phonetic realizations of tautosyllabic nasals:
following an oral vowel, nasals are preoralized, and following a nasal vowel, they are plain nasals. The analysis compares preoralized versus plain nasals, and shows that preoralization can be treated as a coarticulatory effect to avoid neutralization of the oral-nasal contrast on vowels in the context of a tautosyllabic nasal consonant.

Section 3.7 is devoted to the phonetic realizations of /h/ and /ʔ/. It shows that the realization of laryngeals is determined by context. /h/ is realized as the voiceless counterpart of adjacent vowels, and /ʔ/ is realized as creaky voice following sonorants, and with a complete closure otherwise. Their realizations as products of the environment provide further support for their phonological behaviour, especially in nasal harmony (to be examined in Chapter 6).

I conclude the chapter by discussing some important features for consonants (Section 3.8), based on phonetic and phonological observations.

### 3.2 The inventory

The consonant inventory of Mundurukú consists of seventeen consonants, illustrated below. (The nasal velar /ŋ/ is realized as [ŋ] syllable-initially (see §3.5)).

#### (1) Consonants

<table>
<thead>
<tr>
<th>Consonant</th>
<th>Sound</th>
<th>Realization</th>
<th>Word Example</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>/p/</td>
<td>apáči</td>
<td>[apáči]</td>
<td>‘alligator’</td>
<td></td>
</tr>
<tr>
<td>/b/</td>
<td>kabá</td>
<td>[kabá]</td>
<td>‘parrot, sp.’</td>
<td></td>
</tr>
<tr>
<td>/t/</td>
<td>wetá</td>
<td>[wetá]</td>
<td>‘my eyes’</td>
<td></td>
</tr>
<tr>
<td>/d/</td>
<td>ipádá</td>
<td>[ipádá]</td>
<td>‘macaw, sp.’</td>
<td></td>
</tr>
<tr>
<td>/ʧ/</td>
<td>pəʧa</td>
<td>[pəʧa]</td>
<td>‘animal game’</td>
<td></td>
</tr>
<tr>
<td>/ʤ/</td>
<td>páʤa</td>
<td>[páʤa]</td>
<td>‘sword’</td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td>bakát</td>
<td>[bakát]</td>
<td>‘tree, sp.’</td>
<td></td>
</tr>
<tr>
<td>/s/</td>
<td>tasak</td>
<td>[tasak]</td>
<td>‘It’s (e.g. manioc) sour.’</td>
<td></td>
</tr>
<tr>
<td>/ʃ/</td>
<td>daʃa</td>
<td>[daʃa]</td>
<td>‘fire, firewood’</td>
<td></td>
</tr>
<tr>
<td>/m/</td>
<td>aʃimá</td>
<td>[aʃimá]</td>
<td>‘fish’</td>
<td></td>
</tr>
<tr>
<td>/n/</td>
<td>ñaká</td>
<td>[ñaká]</td>
<td>‘despite’</td>
<td></td>
</tr>
<tr>
<td>/ŋ/</td>
<td>pijá</td>
<td>[piŋá]</td>
<td>‘fish hook’</td>
<td>(onset /ŋ/)</td>
</tr>
<tr>
<td></td>
<td>pŋŋ</td>
<td>[pŋŋ]</td>
<td>‘one’</td>
<td>(coda /ŋ/)</td>
</tr>
</tbody>
</table>
The consonants are distributed at five major places of articulation: labial, alveolar, palatal, velar, and glottal, as in Table 3.1. Voicing is contrastive only in the stop series, in particular in stops articulated at more anterior places. The absence of a voiced velar /g/ reflects a well known aerodynamic constraint between obstruents and voicing. As Ohala (1983) explains, voicing, the vibration of the vocal folds, requires sufficient airflow through the glottis. During the production of a stop, air accumulates rapidly in the oral cavity – because it is produced with a complete closure – raising oral air pressure, and consequently inhibiting vibration of the vocal folds. In back articulated stops, like [g], the space between the point where the stop is articulated (velar region) and the glottis, where voicing is produced, is smaller than in front articulated stops like [b], whose point of articulation is the lips. Thus air accumulates more rapidly during the production of [g] than during the production of [b], causing voicing to be extinguished sooner for the former. Therefore, while voicing is threatened for obstruents in general, the anterior versus posterior sites of constriction also play a leading role in that voiced back-articulated stops are most threatened and, therefore, more likely to be absent in phonological systems.

Table 3.1. Mundurukú consonant inventory.

<table>
<thead>
<tr>
<th></th>
<th>Labial</th>
<th>Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stops</td>
<td>p</td>
<td>t</td>
<td>ç̃</td>
<td>k</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>d</td>
<td>ʧ̃</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricatives</td>
<td>s</td>
<td>ʃ̃</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasals</td>
<td>m</td>
<td>n</td>
<td>ɲ̃</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximants</td>
<td>w</td>
<td>r</td>
<td>y</td>
<td>?, h</td>
<td></td>
</tr>
</tbody>
</table>
The following sections examine the phonetic structures of consonants, and serve to support the analysis of syllabification in Chapter 4, and other phonological processes in subsequent chapters. In §3.3 I examine voiceless stops with respect to closure duration, VOT and the effect they have on the duration of the preceding vowel in sequences VCV. §3.4 takes up voiced stops, which can be characterized by the presence of a negative VOT word-initially and shorter closure intervocally relative to voiceless stops. In §3.5 I examine nasal consonants with respect to the plain versus preoralized realizations. It is argued that preoralization results from the attempt to preserve the oral-nasal contrast in vowels in the context of a tautosylabic nasal. The glottal approximants /h, ?/ are examined in §3.7.

3.3 Voiceless stops

The voiceless stops /p, t, ŋ, k/ are realized as plain stops [p, t, ŋ, k] syllable-initially, and unreleased [p’, t’, k’] syllable-finally, with the exception of /ŋ/ because it is restricted to onset position.1

(2) Syllable-initially: plain stops, [p, t, ŋ, k]

(a)  párát  pá.rát  [párát]  ‘sieve’

(b)  tawe  ta.wé  [tàwé]  ‘monkey’

(c)  ŋo-á  ŋo.á  [ŋoá]  ‘hill’

   hill-CL

(d)  kák  kák  [kák]  ‘fox’

1 In coda position, only voiceless stops /p, t, k/, nasals /m, n, ŋ/ and glides /w, y/ may occur (see Chapter 4).
Syllable-finally: unreleased variants, [p’, t’, k’]

(a)  kíp  kíp  [kíp’]  ‘louse’
    őt-őp-ʔat  ő.tőp.ʔat  [ő’tőp’ʔat’]  ‘A leaf fell.’

(b)  o-ʃat  o.ʃat  [oʃat’]  ‘my food’
    őt-pő  őt.pő  [őt’pő]  ‘worm’

(c)  kák  kák  [kák’]  ‘fox’
    ők-ʔá  ők.ʔá  [ők’ʔá]  ‘house’

Intervocically, voiceless stops are amabisyllabic irrespective of their morphemic affiliation, i.e. either tautomorphemic or heteromorphemic. I use the term “ambisyllabicity” to refer to a phonetic effect of consonant lengthening, and “gemination” to refer to a lengthening effect that is phonologically relevant (see below). Mundurukú does not have a phonological contrast between single and long consonants, but measures of closure duration and duration of a preceding vowel reveal that voiceless stops are produced as long consonants intervocically.

There are three morphological environments to consider for a medial voiceless stop: morpheme-internally (VCV), morpheme-initially preceded by a vowel (V+CV), and morpheme-finally followed by a morpheme-initial vowel (VC+V). In all these cases, the stop is amabisyllabic: its serves as coda for the preceding syllable and onset for the following. Some examples are provided in (4). A raised “C” preceding “C” indicates that closure for the stop is anticipated – these refer to sequences VCV and V+CV – and “C^C” indicates that the stop is orally released onto the following vowel – these refer to sequences VC+V.

---

2 A reason to assume that intervocalic stops are amabisyllabic is that a vowel preceding a voiceless stop is as short as a vowel in a closed syllable (see §3.3.2).
(4) VCV and V+CV

(a) o-dopá [ò.doː.pá] ‘my face’
   1-face
i-pík [i.pi.k̚] ‘It’s burned.’
   3Su-be.burned

(b) potíp [po.ti.p̚] ‘fish, sp.’
ka-tō [ka.t̚.ò] ‘a village name’
   thing-purple

(c) pōkasó [pō.k̚.s̚.ò] ‘pidgin’
o-k̚át [o.k̚.k̚’] ‘my cultivated garden’
   1-garden

(5) VC+V sequences

(a) i-kop=át [i.k̚.kop.p̚.át̚] ‘One who went down.’
   3Su-go.down=NOM
   i-dip=át [i.dip.p̚.át̚] ‘One who is beautiful.’
   3Su-be.beautiful=NOM

(b) jīpat=át [j̚.p̚.pat.p̚.át̚] ‘the good one’
   be.good=NOM
   i-kot=áp [i.k̚.k̚’.otp̚.áp] ‘an object for digging’
   3Ob-dig=NOM

(c) i-k̚ɒk=áp [i.k̚.k̚.k̚’ap̚] ‘an object for holding’
   3Ob-hold=NOM
d̚e-órók=át [d̚e.óró.k̚.át̚] ‘hunter’
   CoRef.Poss-hunt=NOM
Measures of closure duration were conducted for sequences VCV, V+CV and VC+V. The question addressed was as to what extent closure durations for a stop in VCV/V+CV sequences are comparable to, or diverge from, duration for stops in VC+V sequences. Here sequences VCV refer to both monomorphemic VCV and bimorphemic V+CV. I measured V+CV sequences separately from monomorphemic VCV to check if morpheme boundary had an effect on the duration of the consonant; the statistical analysis showed that they are alike: V+pV versus VpV: \( p=0.15 \), V+tV versus VtV: \( p=0.35 \), and V+kV versus VkV: \( p=0.65 \). Given this result, sequences VCV and V+CV will be treated as a single category, namely VCV.

### 3.3.1 Instrumental analysis: procedures

Durations were measured with reference to waveforms and spectrograms to locate the initiation of stop closure. The pairs examined compare onset (V.CV) versus morpheme-final (coda) stops (VC+V). Three points were tagged on each digitized token, as illustrated in the waveform in Figure 3.1. The first point (a) marks the beginning of stop closure, (b) marks the point where the stop is released, and (c) marks the initiation of voicing in the following vowel.

Figure 3.1. A waveform illustrating duration measures: (a) initiation of stop closure, (b) stop release, and (c) onset of voicing for the following vowel.

Two measures of duration were taken from the points marked. The first is closure duration, which was measured from the beginning of stop closure (a) to the point where the stop is released (b). The second is VOT, which measures from the stop release (b) to the beginning of voicing in the following vowel (c). For consonants with more than one burst event – the velar stop [k] in particular is characteristically marked by double release – VOT was measured from the point of the first release to the onset of voicing, as illustrated below.
Figure 3.2. A waveform showing a typical burst event for voiceless stop [k]. VOT was measured from the first burst to onset of voicing.

Measures of closure duration for intervocalic stops in VCV and VC+V sequences were also compared to the durations of identical stops in sequences VC₁+C₁V. These sequences are illustrated in (6).

(6) VC₁+C₁V sequences
(a) o-t-ap pó 3Su-3-hair-pick t-ip-pík 3-bush-be.burned ‘I got feathers.’
(b) o-Já-ta 1-food-CL o-Já-t-tap 'my food’
(c) i-mǝ-kiɾık-kiɾi-η 3Ob-CAUS-tie-RED-IMPRF i-mǝ-kɔ́-kó-η 3Ob-CAUS-hold-RED-IMPRF
A sequence of identical consonants created by morpheme concatenation is typically realized with single closure and burst events, as illustrated in Figure 3.3 which shows the sequence [t-t] in the word *ofá̱ta* ‘my food’. A comparison with single medial stops in sequences VCV and VC+V will help answer the question as to whether single medial stops differ in duration from identical stops in sequences VC$_1$+C$_1$V.

Figure 3.3. Illustration of stop closure in the sequence [t-t] in the Mundurukú word *ofá̱ta* ‘my food’.

Finally, reference values of closure duration and VOT for each stop were also obtained from sequences VN+CV, in (7), where N is a nasal consonant and C is /p/, /t/, or /k/. These values were used as references for comparison with the values obtained from the sequences VCV, VC+V, and VC$_1$+C$_1$V. Assume that closure durations of voiceless stops after a nasal consonant are the ‘normal’ realization, and any deviations from these will be considered shortening or lengthening.

\[(7) \quad (a) \quad p\tilde{\text{n}}-\text{p\text{\-}\text{o}}} \quad \text{‘one long, flexible object (e.g. snake)’} \]

\[\text{one-CL} \]

\[(b) \quad p\tilde{\text{n}}-\text{ta} \quad \text{‘one seed-like object’} \]

\[\text{one-CL} \]

\[(c) \quad i\text{-m\text{\-n}-k\acute{o}} \quad \text{‘It’s real/true.’} \]

\[3\text{-true-?} \]

All these sequences were chosen because closure duration is a potential acoustic property distinguishing between single and geminate consonants (e.g. Lisker 1958; Pickett and Decker 1960; Catford 1977; Lahiri and Hankamer 1988). Phonologically, VCV sequences (C=stop) are syllabified as V.CV, whereas VC+V and VC$_1$+C$_1$V are both syllabified as VC$_1$.C$_1$V, in that the
morpheme-final stop in sequences VC+V is lengthened to provide an onset for the following vowel. (A complete analysis of syllable structure and syllabification is provided in Chapter 4.) Hence, a stop is expected to have shorter closure in sequences VCV than in VC+V or VC1+C1V. However, given the fact that ambisyllabicity happens irrespective of morphemic affiliation, the question is as to whether the phonetic realizations of medial stops signal their phonological behavior. In other words, are there durational differences between sequences VCV and sequences VC+V and VC1+C1V? The results are discussed in §3.3.2.

Another good indicator for single versus geminate consonants is the duration of preceding vowels (e.g. Maddieson 1985). In general, a vowel is shorter in closed syllables than in open syllables. If medial voiceless stops are ambisyllabic, it is expected that the preceding vowel be shorter than one preceding a voiced stop or word-finally in an open syllable. Durational measurements were conducted for vowels in the following contexts: word-final open syllable, word-final closed syllable, and preceding heterosyllabic voiceless and voiced stops. The results for each context are compared and discussed below. Two speakers were recorded, AK and JT, with approximately 74 tokens for each stop in all sequences – VCV: 20 tokens for each stop, VC+V: /p/=20, /t/=19, /k/=20, VC1+C1V: 20 tokens for each stop, and VN+CV:14 tokens for each stop. In VCV and VC+V sequences, measures of duration included both the consonant and the preceding vowel, which were compared to measures of vowels in open and closed syllables word-finally.

### 3.3.2 Results

Table 3.2 gives the averages and standard deviations of all tokens of each word.

<table>
<thead>
<tr>
<th></th>
<th>VN+CV</th>
<th>VCV</th>
<th>VC+V</th>
<th>VC1+C1V</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.d.</td>
<td>156</td>
<td>235</td>
<td>188</td>
<td>265</td>
</tr>
<tr>
<td></td>
<td>21.8</td>
<td>28.5</td>
<td>25.5</td>
<td>28.5</td>
</tr>
<tr>
<td>t</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.d.</td>
<td>152</td>
<td>239</td>
<td>193</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>31.2</td>
<td>31.5</td>
<td>29.1</td>
<td>23.4</td>
</tr>
<tr>
<td>k</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.d.</td>
<td>130</td>
<td>147</td>
<td>169</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td>20.8</td>
<td>41.1</td>
<td>41.5</td>
<td>40.3</td>
</tr>
</tbody>
</table>
Table 3.3 compares the durational differences of the various sequences. All sequences with [p] are significantly different from each other, but the results for [t] show similarity in VtV versus Vt+tV sequences (p=0.13), and a significant difference otherwise. Conversely, sequences with the velar stop [k] are very similar in most sequences compared, except for Vk+V versus VN+kV (p=0.0027).

Table 3.3. Results of closure duration for [p, t, k] in sequences VN+CV, VCV, VC+V, and VC1+C1V.

<table>
<thead>
<tr>
<th></th>
<th>VCV vs VN+CV</th>
<th>VCV vs VC1+C1V</th>
<th>VCV vs VC+V</th>
<th>VC+V vs VN+CV</th>
<th>VC+V vs VC1+C1V</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>8.75</td>
<td>-3.36</td>
<td>5.47</td>
<td>3.87</td>
<td>-9.01</td>
</tr>
<tr>
<td>s.d.</td>
<td>26.0</td>
<td>28.5</td>
<td>27.0</td>
<td>24.1</td>
<td>27.0</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>38</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.0001</td>
<td>=0.0018</td>
<td>&lt;0.0001</td>
<td>=0.0005</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>t</td>
<td>7.91</td>
<td>1.55</td>
<td>4.67</td>
<td>3.89</td>
<td>-3.77</td>
</tr>
<tr>
<td>s.d.</td>
<td>31.4</td>
<td>27.8</td>
<td>30.4</td>
<td>30.0</td>
<td>26.3</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>37</td>
<td>31</td>
<td>37</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.0001</td>
<td>=0.13</td>
<td>&lt;0.0001</td>
<td>=0.0005</td>
<td>=0.0006</td>
</tr>
<tr>
<td>k</td>
<td>1.46</td>
<td>0.279</td>
<td>-1.66</td>
<td>3.26</td>
<td>1.95</td>
</tr>
<tr>
<td>s.d.</td>
<td>34.3</td>
<td>40.7</td>
<td>41.3</td>
<td>34.3</td>
<td>40.9</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>37</td>
<td>31</td>
<td>37</td>
</tr>
<tr>
<td>p</td>
<td>=0.15</td>
<td>=0.78</td>
<td>=0.10</td>
<td>=0.0027</td>
<td>=0.058</td>
</tr>
</tbody>
</table>

Based on these results, the observation is that [p, t, k] are distinctly longer intervocally, but durational differences in VCV, VC+V and VC1+C1V sequences depend largely on individual stops, with no systematic relation between them. For instance, [p, t] tend to be longer in VCV sequences than in VC+V, but [t, k] pattern together if we compare VCV versus VC1+C1V, whereas VpV versus Vp+pV are different (p=0.0018). In addition, only [p, t] are significantly different in VN+CV versus VCV and VC+V.

An additional selection of sequences VCV, VC+V and VC1+C1V for all three stops was included in the previous measurements, including data from a third speaker (EM), and the results are consistent with the results above, as shown in the following table. VCV versus VC1+C1V differ significantly for [p], but not for [t, k], whereas VCV versus VC+V, and VC+V versus VC1+C1V are significantly different for [p, t], but similar for [k].
Table 3.4. Results of a random selection of sequences VCV, VC+V and VC1+C1V.

<table>
<thead>
<tr>
<th></th>
<th>VCV VS VC1+C1V</th>
<th>VCV VS VC+V</th>
<th>VC+V VS VC1+C1V</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>-7.75</td>
<td>2.70</td>
<td>-11.6</td>
</tr>
<tr>
<td>s.d.</td>
<td>32.9</td>
<td>29.9</td>
<td>28.8</td>
</tr>
<tr>
<td>d.f.</td>
<td>74</td>
<td>78</td>
<td>74</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.0001</td>
<td>=0.0085</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

Similarly, measures of Voice Onset Time (VOT) do not favor any of the sequences. Table 3.5 gives VOT values for the voiceless stops in the same sequences. The one difference is the effect of place of articulation on burst duration, as already noticed for a number of languages (Cho and Ladefoged 1999). The velar stop [k] exhibits the greatest VOT in all sequences, with average 30 ms and up; the mean values for [p] and [t] are close but burst durations are longer for the alveolar than for the labial.

Table 3.5. VOT means (in ms) by place of articulation.

<table>
<thead>
<tr>
<th></th>
<th>VN+CV</th>
<th>VCV</th>
<th>VC+V</th>
<th>VC1+C1V</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>10.7</td>
<td>11.8</td>
<td>12.6</td>
<td>12.8</td>
</tr>
<tr>
<td>s.d.</td>
<td>1.77</td>
<td>2.18</td>
<td>4.39</td>
<td>5.45</td>
</tr>
<tr>
<td>t</td>
<td>13.0</td>
<td>17.2</td>
<td>17.2</td>
<td>13.2</td>
</tr>
<tr>
<td>s.d.</td>
<td>4.15</td>
<td>4.28</td>
<td>5.38</td>
<td>3.98</td>
</tr>
<tr>
<td>k</td>
<td>36.9</td>
<td>39.2</td>
<td>30.9</td>
<td>36.9</td>
</tr>
<tr>
<td>s.d.</td>
<td>9.61</td>
<td>6.93</td>
<td>6.02</td>
<td>8.0</td>
</tr>
</tbody>
</table>
The VOT for [p] shows no distinction in the sequences compared. The results for [t] show a difference in VtV versus NV+tV and Vt+tV. The sequences Vt+V are similar to VN+tV and slightly different from Vt+tV (p=0.011). For [k], VOT is significantly different in VkV versus Vk+V, and slightly different in Vk+V versus Vk+kV, but similar otherwise.

Table 3.6. Results of VOT for [p, t, k] in sequences VN+CV, VCV, VC+V, and VC1+C1V.

<table>
<thead>
<tr>
<th></th>
<th>VCV vs VN+CV</th>
<th>VCV vs VC1+C1V</th>
<th>VCV vs VC+V</th>
<th>VC+V vs VN+CV</th>
<th>VC+V vs VC1+C1V</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>p</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>1.51</td>
<td>-0.80</td>
<td>-0.77</td>
<td>1.54</td>
<td>-0.12</td>
</tr>
<tr>
<td>s.d.</td>
<td>2.02</td>
<td>4.15</td>
<td>3.46</td>
<td>3.56</td>
<td>4.95</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>38</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>p</td>
<td>=0.14</td>
<td>=0.43</td>
<td>=0.44</td>
<td>=0.13</td>
<td>=0.90</td>
</tr>
<tr>
<td><strong>t</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>2.81</td>
<td>3.07</td>
<td>-0.15</td>
<td>2.41</td>
<td>2.6</td>
</tr>
<tr>
<td>s.d.</td>
<td>4.23</td>
<td>4.13</td>
<td>4.85</td>
<td>4.91</td>
<td>4.72</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>37</td>
<td>31</td>
<td>37</td>
</tr>
<tr>
<td>p</td>
<td>=0.0085</td>
<td>=0.0040</td>
<td>=0.99</td>
<td>=0.022</td>
<td>=0.011</td>
</tr>
<tr>
<td><strong>k</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>0.83</td>
<td>0.98</td>
<td>4.02</td>
<td>-2.21</td>
<td>-2.66</td>
</tr>
<tr>
<td>s.d.</td>
<td>8.13</td>
<td>7.48</td>
<td>6.50</td>
<td>7.73</td>
<td>7.11</td>
</tr>
<tr>
<td>d.f.</td>
<td>32</td>
<td>38</td>
<td>37</td>
<td>31</td>
<td>37</td>
</tr>
<tr>
<td>p</td>
<td>=0.41</td>
<td>=0.33</td>
<td>=0.003</td>
<td>=0.035</td>
<td>=0.012</td>
</tr>
</tbody>
</table>

A good indication of the ambisyllabic behavior of medial stops is a difference in the duration of a preceding vowel (Maddieson 1985). First, the duration of a vowel in Mundurukú correlates with vowel height in that the lower the vowel, the greater its duration; thus /i/ is the shortest vowel, and /a/ the longest; mid vowels are in the middle. This is the pattern for both open and closed syllables, as shown in Table 3.7. Note that a vowel in a closed syllable is shorter than the same vowel in an open syllable.
Table 3.7. Vowel duration (in ms) in word-final CV and CVC syllables. (The values refer to a mean of 20 tokens for each vowel in CV# and 20 in CVC#; 2 speakers: AK and JT.)

<table>
<thead>
<tr>
<th></th>
<th>i</th>
<th>e</th>
<th>ø</th>
<th>a</th>
<th>o</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV#</td>
<td>133</td>
<td>144</td>
<td>137</td>
<td>148</td>
<td>124</td>
</tr>
<tr>
<td>s.d.</td>
<td>28.4</td>
<td>37.3</td>
<td>35.1</td>
<td>24.4</td>
<td>20.1</td>
</tr>
<tr>
<td>CVC#</td>
<td>65</td>
<td>77</td>
<td>79</td>
<td>83</td>
<td>68</td>
</tr>
<tr>
<td>s.d.</td>
<td>11.3</td>
<td>9.3</td>
<td>16.2</td>
<td>11.8</td>
<td>8.0</td>
</tr>
</tbody>
</table>

In comparison to these, the results of the phonetic length of a vowel preceding a voiceless stop in the sequences VCV and VC+V show that the vowel is also shorter, with mean values that are very similar to those obtained for vowels in closed syllables. The duration means of a vowel before [p, t, k] in the words examined are in the order of 64-88 ms for VCV sequences, and 76-88 ms for VC+V. Thus, a vowel before a voiceless stop is as short as a vowel in a closed syllable, providing a better and much stronger piece of evidence for the ambisyllabicity effect of voiceless stops in the language.

Table 3.8. Duration means (in ms) for vowels before [p, t, k] in sequences VCV and VC+V. (20 tokens for each sequence, 2 speakers: AK and JT.)

<table>
<thead>
<tr>
<th></th>
<th>VpV</th>
<th>Vp+V</th>
<th>VtV</th>
<th>Vt+V</th>
<th>VkV</th>
<th>Vk+V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>87</td>
<td>76</td>
<td>88</td>
<td>78</td>
<td>64</td>
<td>88</td>
</tr>
<tr>
<td>s.d.</td>
<td>8.1</td>
<td>9.5</td>
<td>11.0</td>
<td>9.1</td>
<td>12.0</td>
<td>10.9</td>
</tr>
</tbody>
</table>

To conclude the acoustic investigation of voiceless stops, a few words can be added about the voiceless affricate /ʧ/. This consonant is produced with a long stop component and little frication. I measured 20 tokens of the Mundurukú words *daʧé* ‘hawk, sp.’ and *ayaʧáť* ‘woman’, as produced by the two speakers, and the results, given in Table 3.9, confirm that the stop portion of the affricate is much longer than the fricative portion (means of 179 ms versus 64 ms respectively), which is in between the means obtained for [t] in sequences VN+CV (152 ms) and VC+V (193 ms). The overall mean duration of [ʧ], including the fricative portion, is 242 ms (s.d. 16.7). Like in the case of voiceless stops, /ʧ/ seems to be ambisyllabic, hence the preceding vowel is shorter than a vowel in an open syllable (mean of 99 ms), although not as short as one
in a closed syllable (65-83 ms), or preceding a voiceless stop (64-88 ms); 99 ms is higher than, but still relatively close to, the duration of a vowel preceding [t] in VtV sequences (t=-2.70, s.d.=13.1, d.f.=38, p=0.010).

Table 3.9. Results of the palatal affricate [ʧ] in intervocalic position. (20 tokens, 2 speakers: AK and JT.)

<table>
<thead>
<tr>
<th></th>
<th>Stop portion</th>
<th>Fricative portion</th>
<th>Vowel duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (ms)</td>
<td>179</td>
<td>64</td>
<td>99</td>
</tr>
<tr>
<td>s.d.</td>
<td>21.9</td>
<td>10.1</td>
<td>14.3</td>
</tr>
</tbody>
</table>

The conclusion we reach with the acoustic investigation of voiceless stops is that their phonetic realizations do not pattern with their phonological behaviour. The ambisyllabic character of these stops is phonologically relevant for syllabification of medial stops as geminates only in sequences VC+V; hence VC.CV, which satisfies the requirements of the phonology by aligning a morpheme-boundary with a syllable-boundary, and at the same time provides an onset for the following syllable. (A complete analysis of syllable structure and syllabification is proposed in Chapter 4.) For the phonology, these sequences are similar to those involving a sequence of identical stops (VC_{1}+C_{1}V). Phonetically, however, both sequences differ with respect to closure duration; a stop tends to be shorter in a VC+V sequence than in VCV or VC_{1}+C_{1}V. Despite this, Chapter 4 provides phonological evidence for syllabification of VC+V as VC.CV, not V.CV. In addition, the fact that a stop has greater closure duration in sequences VCV does not appear to be phonologically significant. Phonologically, the stop behaves as a single consonant, and is syllabified as onset, i.e. V.CV.

Another good reason to not assign a phonological value to durational differences is the divergence across the results of individual stops. Closure durations for /p/ are different in all sequences compared; for /t/, the results vary between similar in some cases and different in others; and for /k/, the results show that this stop is mostly realized with similar closure duration, with the exception of Vk+V versus Vk+kV. To integrate these results into the phonology, several arrangements would have to be made in order to capture the details of their phonetic realizations. From a phonological point of view, there is no need to make a distinction between /p/, /t/, and /k/, because they function as a single class in all phonological processes examined in this work, as we will see in the following chapters.
3.4 Voiced stops

Voiced stops /b, d/ may be affected by the environment at which they occur, but their typical realization is as [b, d] respectively. There is an optional prenasalized variant, [m̩b, n̩d], that occurs after a nasal vowel. Relative to /b, d/, the phonetic realization of the voiced affricate /ʤ/ is more variable, ranging from a palatal affricate [ʤ], to a palatal stop [j], palatalized [d̪], and sometimes a glide [y], which occurs only intervocally.

Measurements were made for possible acoustic correlates of the voiced-voiceless distinction. One is duration of VOT in word-initial /b, d/, following Lisker and Abramson (1964; see also Keating, Linker and Huffman 1983). In Mundurukú, like in many languages, voicing distinctions in word-initial stops are primarily correlated with salient prevoicing in the voiced series (negative VOT), whereas voiceless stops are produced with no prevoicing (positive VOT), as expected. Another property measured was burst duration in the voiced series, with the exception of /ʤ/ because of the variations [ʤ ~ j ~ d̪ ~ y]. (The results are discussed in detail below.)

Figure 3.4 gives the points tagged in each of the 17 tokens for the stops /b, d/ word-initially: (a) marks the point where there is regular vocal fold vibration, (b) marks the stop burst and (c) the onset of the following vowel. VOT was measured as corresponding to the interval between (a) and (b), and burst duration to (b) and (c). These results will be compared to the results obtained for the voiceless series, discussed in the previous section. The words examined are: for initial /b/, bí ‘tapir’ and bekiʧá ‘boy, child’; and for initial /d/, daʧ ‘hawk, sp.’ and deko ‘monkey, sp.’. In most tokens the two speakers were quite consistent in producing initial voiced stops with prevoicing.
Figure 3.4. Waveform of word-initial /d/ in the Munduruku word *daṭę* ‘hawk, sp.’; (a) marks the onset of prevoicing, (b) marks the onset of the burst, and (c) the offset of the burst and beginning of the vowel.

All voiced stops have negative VOT word-initially; for the bilabial stop [b] VOT is only few ms longer than that of the voiced alveolar [d]. The voiced palatal affricate follows the pattern with mean of -107 ms. As previously explained, burst duration could not be measured for /ʤ/ because of the variation in the release.

Table 3.10. Duration means (in ms) of VOT and burst for voiced stops word-initially. (17 tokens for each stop, 2 speakers: AK and JT)

<table>
<thead>
<tr>
<th></th>
<th>VOT</th>
<th>Burst duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>-109 ms</td>
<td>6 ms</td>
</tr>
<tr>
<td>s.d.</td>
<td>22</td>
<td>1.9</td>
</tr>
<tr>
<td>d</td>
<td>-105 ms</td>
<td>11 ms</td>
</tr>
<tr>
<td>s.d.</td>
<td>29.3</td>
<td>2.8</td>
</tr>
<tr>
<td>ʤ</td>
<td>-107 ms</td>
<td></td>
</tr>
<tr>
<td>s.d.</td>
<td>25.6</td>
<td></td>
</tr>
</tbody>
</table>

The primary acoustic correlate of the voiced-voiceless distinction in intervocalic position is duration of the closure. A similar measure of closure duration was conducted for the voiced stops /b, d, ʤ/ in intervocalic (VCV) position, including durations of the preceding vowel. The words examined were *ṭebekit* ‘his/her child’ for /b/, *ṭedem* ‘to talk’ and *obadīp* ‘my relatives’ for /d/, and *tʃok̯ada* ‘tucumã fruit’ and *aʃoʃoʃ̱ot* ‘grandmother’ for /ʤ/. (The VC sequences underlined correspond to the portion measured; 20 tokens were measured for each stop).
Figure 3.5 illustrates a voiced stop in intervocalic position, characteristically realized with uninterrupted vibration of the vocal cords throughout the closure, and extremely short burst release.

Figure 3.5. Waveform of the Mundurukú word ʤedėdem [ʤêdêdêm] `to talk`.

A comparison with the corresponding voiceless stops /p, t, ʧ/ shows that voiceless stops have closure durations that are much greater than the voiced series, as shown in the following table. The means for voiceless stops correspond to their means in VN+CV sequences because these are supposed to reflect the duration of a voiceless stop without the effect of consonant lengthening. (For /ʧ/ and /ʤ/ the means refer to stop + fricative portions.)

Table 3.11. Means for closure durations of voiced stops in VCV sequences and voiceless stops in VN+CV sequences.

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>p</th>
<th>d</th>
<th>t</th>
<th>ʤ</th>
<th>ʧ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closure duration</td>
<td>86 ms</td>
<td>156 ms</td>
<td>62 ms</td>
<td>152 ms</td>
<td>83 ms</td>
<td>242 ms</td>
</tr>
<tr>
<td>s.d.</td>
<td>11.0</td>
<td>21.8</td>
<td>12.2</td>
<td>31.2</td>
<td>24.2</td>
<td>16.7</td>
</tr>
</tbody>
</table>

With respect to duration of the preceding vowel, before a voiced stop a vowel patterns with vowels in open syllables, whereas before a voiceless stop, the vowel patterns with vowels in closed syllables.

Table 3.12. Duration means (in ms) of vowels preceding voiced and voiceless stops.

<table>
<thead>
<tr>
<th>Duration of preceding V</th>
<th>VbV</th>
<th>VpV</th>
<th>VdV</th>
<th>VtV</th>
<th>VʤV</th>
<th>VʧV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>109</td>
<td>87</td>
<td>141</td>
<td>88</td>
<td>140</td>
<td>99</td>
</tr>
<tr>
<td>s.d.</td>
<td>30.7</td>
<td>8.1</td>
<td>17.6</td>
<td>11.0</td>
<td>18.6</td>
<td>14.3</td>
</tr>
</tbody>
</table>
It follows from this that unlike voiceless stops, voiced stops are not ambisyllabic, but they do have an effect on vowel duration if we consider the difference in place of articulation to be a factor. For example, a vowel is shorter preceding /b/ than preceding /d/: 109 ms versus 141 ms. Despite the influence of place of articulation in the duration of the preceding vowel, it seems reasonable to conclude that vowels are shorter preceding voiceless stops than preceding voiced stops.

To conclude, we saw that voicing distinctions in Mundurukú are characterized by differences in the three parameters examined: (i) VOT in word-initial stops – voiced stops have negative voice onset time, meaning that vocal fold vibration precedes burst release; (ii) closure duration in medial stops – the voiced set is characterized by shorter closure relative to voiceless stops in intervocalic position; and (iii) duration of preceding vowels – vowels are much shorter preceding the voiceless set.

I now proceed to nasal stops and the preoralized versus plain nasal variation.

3.5 Nasal stops

Mundurukú has three nasal stops: /m, n, ê/, each of which has at least two variants: plain nasals [m, n, ŋ], and preoralized [bm, dn, ġŋ]. The velar nasal /ŋ/ has in addition a third variant: a palatal [ŋ] that occurs only syllable-initially, (8)c; the variant [ŋ] occurs syllable-finally following a nasal vowel, (9)c, and [ęŋ] occurs syllable-finally following an oral vowel, (10)c.

The bilabial /m/ and alveolar /n/ are realized as plain nasals [m, n] both syllable-initially, (8)a-b, and syllable-finally following a nasal vowel, (9)a-b, and are partially oralized [bm, dn] syllable-finally following an oral vowel, (10)a-b.

(8) Syllable-initially: NV and NVINDEX

(a) mɔ́dí  mɔ́.dí  [mɔ́dí]  ‘rodent, sp.’
aʃiˈmá  aʃi.ˈmá  [aʃiˈmá]  ‘fish’
imóŋ  i.móŋ  [iˈmóŋ]  ‘to put s.t. in…’

(b) napɛ́n-pó  na.pɛ́n.pó  [nàpɛ́n.pó]  ‘worm’
worm-CL
nobánó  no.bá.nó  [nòbànó]  ‘gun, rifle’
(c) \( \eta \dot{a} \dot{d} \rho \) \( \eta . \dot{a} \dot{d} \rho \) \( [\eta \dot{a} \dot{d} \rho ^{-}] \) ‘buriti (tree, sp.)’
\[ \pi \dot{h} \dot{a} \] \( \pi . \dot{h} \dot{a} \) \( [\pi \dot{h} \dot{a}] \) ‘fish hook’

(9) Syllable-finally following a nasal vowel: \( VN \)

(a) \( \ddot{d} \dddot{e}-p \ddot{i} \ddot{r} \ddot{e} \ddot{m} \) \( \ddot{d} \dddot{e}.p \ddot{i} \ddot{r} \ddot{e} \ddot{m} \) \( [\ddot{d} \dddot{e}p \ddot{i} \ddot{r} \ddot{e}m] \) ‘to put a fire out’
CoRef.Poss-put.out

(b) \( \ddot{d} \dddot{e}-k \ddot{o} \ddot{n} \) \( \ddot{d} \dddot{e}.k \ddot{o} \ddot{n} \) \( [\ddot{d} \dddot{e}k \ddot{o} \ddot{n}] \) ‘to eat’ (Intr.)
CoRef.Poss-eat

(c) \( i-ta-b \ddot{e} \ddot{h} \) \( i.ta.b \ddot{e} \ddot{h} \) \( [i \dddot{t}a \ddot{b} \ddot{e}h] \) ‘S/he is alert.’
3-eye-be.alert

(10) Syllable-finally following an oral vowel: \( VN \)

(a) \( t- \ddot{r} \ddot{e} \ddot{m} \) \( t.i. \ddot{r} \ddot{e} \ddot{m} \) \( [tir \ddot{e}^b \ddot{m}] \) ‘S/he is wet.’
3Su-be.wet

(b) \( i-k \ddot{o} \ddot{n} \) \( i.k \ddot{o} \ddot{n} \) \( [ik \ddot{o}^d \ddot{n}] \) ‘to dig something’
3Ob-dig-IMPRF

(c) \( i-b \ddot{e} \ddot{h}-b \ddot{e} \ddot{h} \) \( i.be \ddot{h}.b \ddot{e} \ddot{h} \) \( [i \dddot{b} \ddot{e}^g \ddot{b} \ddot{e}^g \ddot{h}] \) ‘S/he is full.’
3Su-be.full.RED

Relative to the oral closure, lowering of the velum is delayed in preoralized nasals. Compare the waveforms in Figure 3.6, which shows /\( m \)/ following oral and nasal vowels. The waveform on top contains part of the preoralized bilabial nasal \( [^b \ddot{m}] \), and the waveform at the bottom, a plain nasal \( [m] \). Note that the transition from the vowel to the nasal is clearly defined in the sequence VN, whereas in the second case, vowel and nasal overlap, changing gradually from one to the other.
Figure 3.6. Waveforms showing portions of oral and nasal vowels followed by /m/ in the Mundurukú words tírem ‘It’s wet’ and dgepírem ‘to put fire out’. The top waveform contains the preoralized variant [bm] after an oral vowel; and in the bottom, the plain nasal [m] after a nasal vowel.

The duration of the oral portion in a preoralized nasal is variable. The oral closure may precede velic lowering or closure and lowering may be more or less simultaneous, but it is never the case that lowering of the velum precedes the closure. Therefore, nasalization never interferes with the articulation of a preceding vowel in a sequence VN.

3.5.1 Preoralization as a coarticulatory effect

The lowering of the velum for a nasal consonant is likely to overlap into the articulatory configuration of preceding vowels (Clumeck 1976; Manuel and Krakow 1984; Farnetani 1986; Manuel 1988; Rochet and Rochet 1991; Solé 1992). The degree of overlap varies across languages; a vowel may be nasalized throughout its duration, as in English, or partially, as in Spanish (Solé 1992). Solé attributes this difference to phonological distinctions. In languages where [nasal] is phonologically distinctive in vowels, coarticulatory effects in VN sequences must be weaker in order to maintain the oral-nasal distinction, especially when adjacent to a nasal consonant. Vowel nasalization caused by coarticulation with a nasal consonant might well be perceived by listeners as an inherent property of the vowel, and this could neutralize a phonological distinction. If, on the other hand, efforts are made to avoid such coarticulatory effects, lowering of the velum for the nasal will be delayed as much as possible so to not interfere with the articulation of the preceding vowel. From the desynchronization of velic lowering with oral closure, preoralization results. In Mundurukú partial oralization is observed
only when the nasal closes a syllable, typically indicating a morpheme boundary, that is, in a position where the oral-nasal contrast may be threatened. Nasal onsets are affected neither by the preceding nor by the following vowel. Instead, a nasal onset triggers nasalization on surrounding vowels, completely when a vowel precedes the nasal and partially when follows it. In the latter, nasalization lasts for less than half of the vowel.

For the acoustic investigation of nasals, the targets plain and preoralized variants were analyzed for durational differences. Only the nasals /m, n/ were compared; /ŋ/ was excluded because of its realization as [ŋ] in onset position and [ŋ, ŋ] in coda. Durations were measured for the following sequences: word-initial N (#NV), intervocalic N with N as onset (VNV), intervocalic N following an oral vowel (VN+V), intervocalic N following a nasal vowel (VN+N), and word-final nasals following both oral and nasal vowels (VN# and VN# respectively). The wordlist is provided in (11). For preoralized nasals, duration was measured from the oral closure, therefore including the oral portion, to the onset of the following vowel. As with the case of voiceless stops examined in §3.3 above, morpheme-final nasals followed by a morpheme-initial vowel are released.

(11) List for the acoustic analysis of nasals

(a)       #NV   VNV
        mɔdî   ‘rodent, sp.’ señemô   ‘lizard’
        napênpô  ‘worm’ nobâñô   ‘rifle, gun’

(b)      VN#   VN+V
        dʒepírêm  ‘to put fire out’ dʒepírêm=áp  ‘s.t. used to put fire out’
        dʒekôn   ‘to eat’ dʒekôn=áp  ‘s.t. used to eat’

3 Stops and nasals not only close the syllable but also the morpheme; there are few exceptions with stops in which case they seem to occur inside the morpheme (e.g. dâpsêm ‘deer’), but I am not aware of any cases with a nasal closing the syllable but not the morpheme. Related to this is the fact that only the rightmost vowel in the morpheme is contrastively oral or nasal, so it may not be a coincidence that coda nasals are preoralized but not onsets. (For further discussion see Chapter 6.)
The mean durations of nasals in the six environments are given in Table 3.13. Note that a word-final nasal (VN# or VN#) tends to have greater duration than a morpheme-final nasal followed by a vowel (VN+V and VN+V), and this has greater duration than a nasal in onset position (#NV and V.NV). The difference in duration between VNV and VN+V may reflect the fact that a morpheme-final nasal, like voiceless stops, are lengthened to provide an onset for the following syllable; thus while VNV is syllabified as V.NV, VN+V is syllabified as VN.NV.

Table 3.13. Duration means (in ms) for the nasals /m, n/. (2 speakers: AK and JT; average of 19 tokens for each sequence).

<table>
<thead>
<tr>
<th></th>
<th>#NV</th>
<th>VNV</th>
<th>VN+V</th>
<th>VN+V</th>
<th>VN#</th>
<th>VN#</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>84.7</td>
<td>102</td>
<td>121</td>
<td>132</td>
<td>153</td>
<td>147</td>
</tr>
<tr>
<td>s.d.</td>
<td>14.8</td>
<td>21.4</td>
<td>21.5</td>
<td>23.6</td>
<td>31.3</td>
<td>18.0</td>
</tr>
<tr>
<td>n</td>
<td>79.6</td>
<td>86.7</td>
<td>91.3</td>
<td>111</td>
<td>132</td>
<td>173</td>
</tr>
<tr>
<td>s.d.</td>
<td>25.0</td>
<td>12.8</td>
<td>15.4</td>
<td>27.3</td>
<td>27.7</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Preoralized versus plain nasals seem to behave alike, as the t-test results below show. For /m/, there is a significant difference in VN# relative to VN+V, and a slight difference in VN# versus VN+V, but no major difference in the other sequences compared. /n/, on the other hand, differs in every pair compared.
Table 3.14. T-test results for nasals /m, n/ in sequences VN#, VN+, VN+V, and VN+V.

<table>
<thead>
<tr>
<th></th>
<th>VN# vs VN#</th>
<th>VN# vs VN+V</th>
<th>VN# vs VN+V</th>
<th>VN+V vs VN+V</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>0.779</td>
<td>3.83</td>
<td>2.15</td>
<td>-1.67</td>
</tr>
<tr>
<td></td>
<td>25.5</td>
<td>26.8</td>
<td>21.0</td>
<td>22.6</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>=0.0005</td>
<td>=0.038</td>
<td>=0.10</td>
</tr>
<tr>
<td>n</td>
<td>-3.90</td>
<td>5.63</td>
<td>5.86</td>
<td>-2.74</td>
</tr>
<tr>
<td></td>
<td>31.7</td>
<td>22.4</td>
<td>31.6</td>
<td>22.0</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>36</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>=0.0004</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>=0.0096</td>
</tr>
</tbody>
</table>

The oral portion of word-final nasals have mean durations on the order of 35 ms (s.d. 13.5) for a preoralized bilabial [bm], and 33 ms (s.d. 11.6) for [dn] (10 tokens for each sequence). This durational variation can be indicative of a coarticulatory effect by means of which velic lowering is phased differently relative to the oral closure so as to preserve the oral-nasal contrast on vowels. By delaying lowering of the velum for the nasal, a speaker prevents anticipation of nasality in the preceding vowel, and possibly a perceptual interpretation as an intrinsic feature of the vowel.

A schematic representation of the relative timing of velic and oral gestures is presented Figure 3.7, following a model of articulatory phonology as proposed by Browman and Goldstein (1989, 1992). In this model, articulatory events are gestures, defined in terms of tract variables, and each tract variable is associated with particular articulators. For example, tongue tip constrict location is a tract variable associated with tongue tip, tongue body, and jaw; velic aperture is associated with velum; glottal aperture with glottis, and so on. Since gestures characterize physical events occurring in a given space at a given time, they may interfere with each other; in other words, they overlap.
The articulation of a nasal segment comprises two gestures: velic lowering and oral constriction (Krakow 1989). Krakow observes that word-initial nasals exhibit velic lowering more or less simultaneous with the oral constriction gesture. In word-final nasals, velic lowering gesture precedes oral constriction; this anticipation is perceived as nasalization in a preceding vowel. For the production of a preoralized nasal, the velic lowering gesture is timed relatively late so as to avoid nasality to spread to the preceding vowel. Although this may suggest a phonological process spreading the feature [-nasal] from an oral vowel to a tautosyllabic nasal, phonological evidence is provided in Chapter 6 to demonstrate that oral vowels are also subject to nasal assimilation from a nasal vowel. In other words, the phonology does not treat such vowels as inherently [-nasal]. Preoralization can thus be regarded as a mechanism to avoid a perceptual confusion between inherently nasal vowels and vowels nasalized by coarticulation with a nasal consonant, that is, it is a way of preserving a contrast that would otherwise be neutralized by a coarticulatory effect. I will return to preoralization in Chapter 6 to discuss whether preservation of the contrast in this manner should be phonologically represented.

### 3.6 Approximants

The set of approximants comprises /r, w, y, ?, h/. Their distribution within a syllable varies. /w, y/, may occur both as onset and coda, whereas /r, ?, h/ can only be onsets.

(12) (a) pά.βάτ ‘sieve’

(b) wi.δά ‘jaguar’
kaw.tá ‘salt’

(c) yo.βοή ‘It’s big’
po.ύ ‘tortoise’
(d) \(\text{\texttt{?ot.p'\textquoteright}}\)  ‘worm’

(e) \(\text{\texttt{i.h'\textquoteright}}\)  ‘winter’

\(/\text{t}/\) has an additional restriction: it does not occur word-initially in native words, but may occur in borrowings (e.g. \(\text{\texttt{r'at.a\textquoteright}an\textquoteright}\) ‘can’ from Portuguese \(\text{\texttt{lata}}\), and \(\text{\texttt{r'api\textquoteright}"ip}}\) ‘pencil’, Portuguese \(\text{\texttt{lapis}}\)), in which case it is preceded by a short, nonsyllabic schwa: \([\text{\texttt{\textcircled{r}at.a\textquoteright}an\textquoteright}]/\) and \([\text{\texttt{\textcircled{r}api\textquoteright}"ip}}]/\).\(^4\) (Nonsyllabic \([\text{\texttt{a}}]\) is examined in Chapter 4.) Approximants also have affinities with vowels, especially with respect to their behavior in nasal harmony. These are the consonants that assimilate nasality, thus all have nasalized variants \([\text{\texttt{\textcircled{r}}}]/\), \([\text{\texttt{\textcircled{w}}}]/\), \([\text{\texttt{\textcircled{y}}}]/\), \([\text{\texttt{\textcircled{h}}}]/\) in the context of nasalization contexts,\(^5\) and are oral otherwise.\(^6\)

(13)  (a) \(\text{\texttt{\textcircled{r}o}}\)  \([\text{\texttt{\textcircled{r}\textcircled{r}}}]/\)  ‘maracana\textbackslash (bird, sp.)’

(b) \(\text{\texttt{w'oy}}\)  \([\text{\texttt{\textcircled{w}\textcircled{y}}}]/\)  ‘far, distant’

(c) \(\text{\texttt{w-a'\textcircled{r}o}}\)  \([\text{\texttt{\textcircled{w}\textcircled{a\textcircled{r}}}}/\)  ‘my voice, speech’

\hspace{1cm} 1-voice

(d) \(\text{\texttt{o'ho}}\)  \([\text{\texttt{\textcircled{h}\textcircled{o}}}]/\)  ‘my domestic animal’

\hspace{1cm} 1-domestic.animal

---

\(^4\) This was first reported by Braun and Crofts (1965). Young speakers who speak Portuguese fluently pronounce simply \([\text{\texttt{\textcircled{r}at.a\textquoteright}an\textquoteright}]/\) and \([\text{\texttt{\textcircled{r}api\textquoteright}"ip}}]/\).

\(^5\) A nasalized \([\text{\texttt{\textcircled{y}}}]/\) may also be realized as \([\text{\texttt{\textcircled{n}}}]/\) syllable-initially, depending on the rate of speech: \(y-a-\text{\texttt{\textcircled{n}t=ma}}\) (3-CL-be.small=EMPH) ‘It (e.g. house) is small’ is phonetically \([\text{\texttt{\textcircled{y}\textcircled{n}t=\textcircled{n}\textcircled{t}}\textcircled{m}}}]/\) or \([\text{\texttt{\textcircled{n}\textcircled{n}t=\textcircled{n}\textcircled{t}}\textcircled{m}}}]/\).

\(^6\) Even though the glottal \(/\text{\texttt{?}/}\) is transcribed as a full stop in the examples, its realization in intervocalic position is usually as creaky voice on adjacent vowels. See section 3.7 for details.
3.7 Laryngeals: /h/ and /ʔ/

Phonologically, the laryngeal approximant /h/ is restricted to medial position but may optionally occur word-initially if the initial syllable is underlyingly onsetless (e.g. é ‘path’ is [é] ~ [hé], apá́ ‘alligator’ is [ápá́] ~ [hápá́], and so on). Word-medially /h/ occurs only between identical (reduplicated) vowels,\(^7\) except in reduplication with a fixed vowel /e/ in Have-constructions, which forces /h/ to occur between different vowels. This is illustrated in (14)f. Although /h/ exhibits properties of a default consonant, its status as an independent phoneme is motivated by lexicalization of forms such as those in (14)a-c for which the non-reduplicated forms no longer exist in the language. (The phonology of /h/ is treated in Chapter 4.)

(14) (a) ìhí ‘winter’ *í

(b) o-óhó ‘my domestic animal’ *oó
   1-domestic.animal

(c) y-åghò=át ‘one who is pale’ *yaò
   3Su-be.pale=NOM

(d) çë-å-hè>m ‘to go up, climb’ çë-dè-o ‘S/he climbed’
   CoRef.Poss-up-RED-IMPRF 3Su-CoRef.Poss-up

(e) i-å-hà=m ‘to bite s.t.’ o-å ‘s.t. bit me.’
   3Ob-bite-RED-IMPRF 1sg-bite

(f) t-eí-hè ‘It has a price’ t-eí ‘its price’
   3-price-RED.Exist 3-price

\(^7\) The reduplicated vowels do not always agree in tonal melody, for example, ìhí ‘monkey, sp.’
The phonetic aspects of /h/ are acquired from surrounding vowels. As Ladefoged (1971) describes, /h/ is the voiceless counterpart of the following vowel. Compare the two spectrograms below, which show parts of VhV sequences in the Mundurukú words ḫi ‘winter’ (on the left) and Ṽahám ‘to bite s.t.’ (on the right). Note that formant structures for vowels preceding and following the laryngeal remain steady throughout their duration. Note also that the range of frequencies for /h/ varies depending on the vowel. In ḫi, phonetically [iː̃i], the peak of energy is centered in the higher frequencies, around F2 and F3. In [aːhá], the region with greater energy is located in the lower frequencies, around F1 and F2, with very little energy in the higher frequencies. The phonetic shape of [h] is therefore, as Ladefoged remarked, that of a neighboring vowel, without voicing.

Figure 3.8. Spectrograms of VhV sequences in the Mundurukú words ḫi ‘winter’ (left), and Ṽahám ‘to go up’ (right).

The affinities that the voiceless approximant /h/ has with vowels can also be extended to its compatibility with nasalization, strictly speaking, compatibility with lowered velum, the required configuration for a nasalized sound. Studies (e.g. Ohala 1974; Cohn 1990) have demonstrated that the position of the velum during the production of glottal consonants is largely determined by the context – raised if surrounded by oral sounds, lowered if surrounded by nasal sounds (Ohala 1974). In Cohn’s (1990) study of nasalization in Sundanese, the results of airflow traces also confirm that /h/ is heavily nasalized in nasal environments.
In Munduruku /h/ assimilates nasalization from adjacent nasal vowels. Compare the two spectrograms below containing [h] in both nasal, [i̱i] on the left, and oral contexts, [ihĩ] on the right. The nasalized sequence exhibits an uninterrupted noise throughout its duration, more evident in the region of F2/F3, which affects not only the vowels but also the laryngeal, suggesting that the velum remains lowered during its production.

Figure 3.9. Spectrograms of [ṽih] and [vhv] sequences in the Munduruku words i̱i ‘winter’ and aĩ̱i ‘mother, Voc.’.

Another laryngeal that shares some properties with vowels is /ʔ/. Its phonetic realization ranges from complete closure to creaky voice on adjacent vowels. The occurrence of one or the other can be predicted from adjacent segments and tone: segments determine the closure-creakiness realization, and tone determines the target for creakiness. These observations are based on the examination of 120 tokens (2 speakers, AK and JT) of words containing /ʔ/ in the following contexts: (i) word-initially (20 tokens), (ii) preceded by a voiceless stop (40 tokens), (iii) preceded by sonorants, i.e. nasals and glides (10 tokens each), and (iv) in intervocalic position (40 tokens). The results of each context are presented in the following sections.

3.7.1 /ʔ/ as a complete closure

The glottal approximant is consistently realized as a complete stop [ʔ] when preceded by another stop, as in (15), which contain sequences Stop-ʔ preceding both High and Low tones.
(15) $VC+?V$  $\tilde{V}C+?V$

(a) ək-ʔá  ‘house’  kák-ʔao  ‘rodent, sp.’
House-CL  fox-?

(b) wiap-ʔíp  ‘stick of a fan’  o-ʃáʔ-ʔa  ‘my food (e.g. orange)’
fan-CL  l-food-CL

Figure 3.10 illustrates the sequence in the word $kák-ʔǎo$. The release of the voiceless stop [k] is indicated in the waveform by the first point (a), and the silent period that follows it is the closure for the glottal stop. The second point (b) marks the onset of the following vowel.8

Figure 3.10. Waveform of the Mundurukú word $kákʔǎo$ ‘rodent, sp.’ to illustrate $ʔ/\tilde{V}$ as a complete stop.

The glottal was realized as a long and silent closure in 90% of the cases (36 tokens out of 40), but closure durations could be measured only for 25 of these. The others had no clear indication of the point where the glottal closure started as the preceding stop had no visible burst release. In 4 tokens the preceding stop was released as onset of the following vowel, and the glottal realized as creaky voice in the vowel; these are all sequences containing a L-tone vowel, 8 An interesting aspect related to the realization of $ʔ$ in C-$ʔV$ sequences, not explored here, is the transition from a silent closure period, the glottal closure, to noisy vibrations in the beginning of the following vowel (the period marked in the figure below by the vertical lines), then to constricted voice, and finally to modal voice. 19 out of 40 tokens examined showed this pattern. The mean duration for these noisy vibrations is 29 ms (s.d. 11).
i.e. sequences ṼC-?V. Tone of the following vowel is another factor that influences the duration of /?/. Following a stop, it tends to be realized as a complete closure, but is consistently realized as such only when preceding a H-tone vowel. Before a L-tone vowel it may alternate with nonmodal phonation. The results are summarized in Table 3.15.

Table 3.15. Results of closure durations for /?/ in VC+?V and ṼC+?V sequences.

<table>
<thead>
<tr>
<th></th>
<th>/?/ realized as a complete closure</th>
<th>Individual means</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC-?V</td>
<td>20 tokens (100%)</td>
<td>87 ms s.d. 44.8</td>
<td>20 tokens</td>
</tr>
<tr>
<td>ṼC-?V</td>
<td>16 tokens (80%)</td>
<td>61 ms 29.7</td>
<td>20 tokens</td>
</tr>
</tbody>
</table>

A comparison of the means for each sequence shows the influence of tones on the duration of /?/. The glottal approximant has greater duration preceding a H-tone vowel than preceding a L-tone vowel (87 ms versus 61 ms respectively). This is because /?/ is strongly coarticulated with an adjacent, preceding or following, L-tone vowel. This finding is important because it supports a phonological restriction on glottal constriction and tone in the language: only L-tone vowels may surface with constricted voicing.

Figure 3.11 gives a typical example of /?/ preceding both H-tone, waveform on top, and L-tone vowels, waveform in the bottom. Note that /?/ does not exhibit abrupt releases in either case; the transition is from a silent closure period to a period of noisy vibration (not always present as seen in fn 8), followed by constricted voicing, and changing gradually to normal.

Figure 3.11. Expanded waveforms comparing the onsets of H-tone vowels, on top, and L-tone vowels, on bottom, following /?/ in the words əkəy ‘house’ and ofəy ‘my food’.
The effect of constricted voicing is greater, i.e. it lasts longer, in a L-tone vowel (35 ms versus 22 ms respectively). In addition, L-tone vowels are more likely to be affected than H-tone vowels; overall 90% of the 20 tokens for L-tone vowels exhibit constricted voicing, whereas only 65% of the samples with H-tone vowels showed similar effects. The next section provides further details on the ?-tone interaction and coarticulatory effects with neighbouring vowels.

3.7.2 /ʔ/ as constricted voicing

In intervocalic position and following nasals and glides, /ʔ/ tends to be realized as a heavy type of creaky voice. Strictly speaking, its variation as a phonation type occurs between [+sonorant] segments. Illustrations of an intervocalic /ʔ/ preceding both H and L tones are given in the words below.

(16) \[ \text{VʔV} \quad \text{VʔV} \]

(a) waʔè ‘bowl’ óʔa ‘axe’
    axe-CL

(b) o-deʔó ‘my scent’ ipádáʔa ‘macaw’s head’
    1-scent macaw-CL

Here tones play a leading role. The spectrograms in Figure 3.12 illustrate the pronunciation of /ʔ/ in intervocalic position, preceding and following H and L tones. The spectrogram on the left represents the sequence VʔV, and the one on the right the sequence VʔV. /ʔ/ is predominantly realized as heavily constricted voicing in both cases; but coarticulation with either vowel, preceding or following the /ʔ/, depends crucially on tone. In the first sequence, VʔV (LʔH), the vowel on the left is most affected by creakiness, whereas in the second case, VʔV (HʔL), creakiness goes to the right.
Figure 3.12. Spectrograms illustrating the realization of an intervocalic /ɻ/. The spectrogram on the left is a sample of the word *wa ɻa* ‘bowl’, and on the right a sample of the word *o ɻa* ‘axe’.

Another example is given in Figure 3.13. This time a H-tone vowel is intercalated between two glottal approximants; the word is *wa ɻa* ‘gourd’. Similarly, both /ɻ/’s surface entirely as creaky phonation, and the vowels affected are the two L-tone vowels. The vowel that is intercalated between them, a H-tone /i/, remains modal.

Figure 3.13. Spectrogram of the Mundurukú word *wa ɻa* ‘gourd’.

Note, however, that in all spectrograms above, the region where creakiness is most salient is not in the vowel itself but at the point where the formants change, i.e. during the transition from one vowel into the other. It is this boundary, a syllable boundary in phonology, that is marked by intense glottal activity, suggesting that /ɻ/ is still in syllable-onset position and more or less realized independently of the vowel. Therefore the crucial difference between creaky voice as a
contrastive feature of vowels and creakiness triggered by a glottal approximant is timing of constricted voicing. Intensification of glottal activity in the former is synchronized with the vowel itself, not truncated to the transition into the following segment, as discussed in Chapter 2. This distinction is crucial here because, if glottal activity for /ʔ/ during the vowel to vowel transition is salient enough and overrides the perception of creakiness in the vowel, then /ʔ/ can have a phonological status on its own and be perceived by listeners as independent of the vowel. By timing both types of constricted voicing in this manner, the contrast between creaky phonation on vowels and the glottal consonant is maintained.

But vowels are not the only sonorants that determine the realization of /ʔ/ as creaky phonation. The following spectrograms illustrate /ʔ/ after a glide /y/ and a nasal /ŋ/ in the words ḏ̠̪arāy.ʔa ‘orange’ and nōŋ.ʔa ‘flea’. Here too the /ʔ/ is realized with greater glottal activity near the transition to the following vowel. In the first spectrogram, glottal activity overlaps with the articulation of the sequence glide-ʔ-vowel, going from modal to creaky then back to modal – [(yya)] – and the creaky portion coincides with the transition from the glide to the vowel, the point where the syllable boundary is phonologically: ḏ̠̪a.rāy.ʔa. Interestingly, in nōŋ.ʔa only the beginning of the vowel is affected.

Figure 3.14. Spectrograms showing /ʔ/ after a glide and a nasal consonant. The spectrogram in the left shows only the underlined part of the word ḏ̠̪arāy.ʔa ‘orange’, and the second spectrogram shows the entire word nōŋ.ʔa ‘flea’.
Given these observations, the participation of /\?/ in nasal harmony is not problematic for the phonology. Like vowels, nasals and glides, the glottal approximant belongs to the group of [+sonorant], the segments that assimilate nasalization. Two examples of /\?/ in nasal contexts are given in the spectrograms in Figure 3.15. Its phonetic realization as a phonation type in these contexts is perfectly compatible with velic lowering, allowing the laryngeal and adjacent vowels to be nasalized altogether.

Figure 3.15. Spectrograms illustrating the sequence [v\?v] in the Mundurukú words wa\?'e 'my voice, language', and pira\?'e 'dry fish'.

![Spectrograms](image)

Timing of creaky voicing is the core difference between a creaky vowel and /\?/ in intervocalic position. In the former, creakiness is timed to the vowel itself, whereas in the latter it is timed to a syllable boundary. Creakiness in a sequence V?V is heavier near the vowel-to-vowel transition, overriding the creaky effect on adjacent vowels. This leads to an analysis of /\?/ as a true consonant.

3.8 Features for consonants

Many of the considerations dealing with the acoustic properties of Mundurukú consonants discussed above, along with their phonological behavior (to be discussed in different chapters), lead me to propose six major features to distinguish consonants, and to which I will be referring in the following chapters.
(17) Major features for consonants

|       | p | b | t | d | ʧ | ʤ | k | s | ʃ | m | n | ŋ | r | h | w | y | v | ɨ | ɨ |
| sonorant | − | − | − | − | − | − | − | + | + | + | + | + | + | + | + | + | + | + | + | + |
| consonantal | + | + | + | + | + | + | + | + | + | + | + | + | + | + | − | − | − | − | − | − |
| continuant | − | − | − | − | − | − | − | + | + | − | − | − | (±) | + | + | + | + | + | + | + | + |
| nasal | | | | | | | | | | | | | | + | + | | | | | |
| anterior | + | + | − | − | − | − | + | + | + | | | | | | |
| voice | − | + | − | + | + | − | − | − | | | | | | | | | | | | | | |

[sonorant]. The feature [sonorant] plays a major role in the phonology of Mundurukú. It distinguishes the class of segments that may undergo nasality, [+sonorant], from the class that blocks the process, [-sonorant]. The classification of laryngeals /ʔ, h/ in this class has already been proposed by Chomsky and Halle (1968), but the proposal presented here is primarily supported by the acoustic investigation, which showed that the phonetic realization of laryngeals is largely dependent on the context they occur: /h/ is realized as a voiceless counterpart of adjacent vowels, and /ʔ/ as creaky phonation between [+sonorant] segments, in addition to their compatibility with processes referring to this class (e.g. nasal harmony).

[consonantal]. This feature distinguishes consonantal from vocalic segments (i.e. /w, y/ and vowels). A fundamental difference between a creaky vowel and /ʔ/ is also the feature [consonantal]. Even though /ʔ/ may be realized as creaky phonation on adjacent vowels, timing of creakiness is phased so to coincide with a syllable boundary, more specifically, with an onset position, a position at which [+consonantal] segments occur.

[continuant]. The feature [continuant] distinguishes affricates, [-continuant], from fricatives, [+continuant]. The stop portion in affricates seems to be more salient than the fricative portion, as shown in §§3.4-3.5. In addition, affricates pattern with other stops phonologically, for example, in consonant mutation (to be examined in Chapter 7). The glottal /ʔ/ is ambiguous with respect to this feature: it is [-continuant] following [-sonorant], and [+continuant] following a [+sonorant] segment. This consonant can perhaps be analyzed as unspecified for continuancy, acquiring the feature from adjacent segments.
[nasal]. Nasality is contrastive in the stop series, distinguishing voiced oral stops from nasal ones; and most importantly, it is also contrastive on vowels. Nasal vowels trigger nasal harmony, whereas oral vowels, and other sonorants, undergo the process. Nasal harmony is examined in Chapter 6.

[anterior]. Especially important for coronals, the feature [anterior] distinguishes alveolars, [+anterior] – /t, d, s, n, r/ – from palato-alveolars, [-anterior] – /ʧ, ʤ, S, y/.

[voice]. The feature [voice] is important in the stop series to differentiate /p, t, ʧ/ from /b, d, ʤ/, the only voiced-voiceless set in the language. Voicing contrasts are discussed in greater detail in Chapter 7, which examines a process of voicing alternation and neutralization.

The following chapters present phonological motivations for the classification of consonants according to the features proposed above. Other features may be introduced later as needed.
CHAPTER 4

Syllable structure and syllabification

4.1 Preliminaries

This chapter focuses on the syllable structure and syllabification patterns in Mundurukú. The representation adopted here is as depicted in (1). I follow Kenstowicz (1993: 253; see also Prince and Smolensky 1993) in assuming that “the syllable is a projection of the single primitive category ‘nucleus’.” I also assume the proposal of Shaw (1992, 1996, 2002) that the nucleus is optimally headed by a mora, i.e. a vowel. Onset and coda are optional, and are occupied by consonants.

(1) A syllable in Mundurukú

The moraic versus non-moraic value distinction of segments makes a difference in the parsing of a segmental string into syllables. It is this requirement that establishes, for example, the difference between a sequence glide + vowel, (2)a, and a sequence vowel + vowel, (2)b, which are heterosyllabic (V.V).

(2) (a) /wé/ ‘rodent, sp.’ (b) /o-é/ ‘my path’

The mora is also the tone-bearing unit (see Chapter 8), so only vowels bear a tone on the surface. All else being equal, we expect that there will be as many syllables and tones in a word as there are moras. The example below illustrates this pattern.
Further, the hypothesis that a syllable contains a single mora is consistent with another phonological process that has the syllable as a domain: reduplication. The most pervasive pattern of reduplication in Mundurukú targets the final syllable of a base. Because vowels are parsed into separate syllables, the reduplicative morpheme copies only the second vowel in a VV sequence (call this V-reduplication), and /h/ is epenthesized to provide an onset for the reduplicative morpheme (details in §4.3). (Syllable boundaries are marked by a period.)

(4) (a) i-á → i.á → i-á-há-m ‘bitting s.t.’

3Ob-bite 3Ob-bite-RED-IMPRF

(b) t-á̃e → ta.ãe → t-á̃e-hê-m ‘choosing s.t.’

3Ob-choose 3Ob-choose-RED-IMPRF

(5) V-reduplication (RED = σ)

(a) UR (b) SR (c) Base-RED

Finally, Mundurukú has a phonotactic restriction on the cooccurrence of /d/ with a nasalized vowel, so that a sequence dv is never found. (Phonotactic patterns are examined in Chapter 5.) Because of this prohibition, an unusual case of blocking of nasality has arisen in the language.
As we will see in Chapter 6, nasality spreads leftwards from a nasal vowel, affecting all [+sonorant] segments. If /d/ is on the way, as the examples in (6), nasality stops before reaching the syllable containing the stop, and that syllable surfaces oral. Note that (6)b contains a sequence of vowels in which case only the second vowel is nasalized. This pattern provides the last piece of evidence that two or more vowels in sequence are heterosyllabic.

(6) Nasalization and /d/

(a) daʔó-rēk $\rightarrow$ daʔó-rēk

\[
\begin{array}{c}
\text{lizard-?} \\
\text{[nas]} \\
\end{array}
\]

(b) o-daʔ $\rightarrow$ o.daʔē

\[
\begin{array}{c}
\text{1Ob-choose} \\
\text{[nas]} \\
\end{array}
\]

The following sections examine various aspects related to syllable structure and syllabification in the language. I begin by introducing the inventory of syllables and the range of constraints that determine the parsing of segment strings into syllables (Section 4.2). Section 4.3 presents an account of VV sequences and discusses a mismatch between phonetic and phonological syllabification. Section 4.4 takes up some issues on onsets, in particular, issues related to (i) the restriction on word-initial /r/, (ii) ambisyllabic stops, and (iii) syllabification of VCV sequences. Then the analysis proceeds to an investigation of intervocalic clusters, focusing on the coarticulatory effects of some clusters (Section 4.5), and the restriction on a particular sequence of coronal segments (Section 4.5.4). The last section (Section 4.6) examines place assimilation regarding the imperfective suffix {-m}.

4.2 The basics of syllabification

The inventory of syllables in Mundurukú is limited to four types: V, CV, VC, and CVC, all of which may be initial, medial or final in the word, as illustrated in (7).
I begin the account of syllable structure by looking at the basics of syllabification. The language permits syllables with and without onset or coda, but it is required that these positions are occupied at most by a single consonant. A related prohibition is observed for nuclei; the language disallows more than one vowel in the nuclear position. This requirement can be achieved by *COMPLEX (McCarthy and Prince 1993), for which I adopt a generalized version.

\[(8) \quad \text{*COMPLEX (Def)}\]

Given a string of segments (Cs and Vs), and three positions within a syllable (onset, nucleus and coda), parsing of more than one segment to the same position is prohibited.
The requirement that syllables must have nuclei (Prince and Smolensky 1993) and weight (Shaw 1996) is enforced by the two constraints below. Both constraints are undominated in Mundurukú.

(9)  
(a) \(\sigma_{\text{NUC}}\) – Syllables must have nuclei. (Prince and Smolensky 1993)
(b) \(\sigma_{\text{MORA}}\) – Syllables must have weight (as encoded by the mora). (Shaw 1996)

It is evident from the examples in (7) that the universal preference for CV syllables, encoded by the constraints in (10), is violated in Mundurukú syllables. The presence of V and VC/CVC types of syllable shows that both ONSET and NOCODA are violable in the language.

(10)  
(a) \(\text{ONSET}\) – A syllable must have onset.
(b) \(\text{NOCODA}\) – A syllable must not have coda.

A crucial point for the analysis is the input-output dependence (DEP) relation, the ‘anti-epenthesis’ constraint. In this study I make use of a related notion of dependence, namely CONTIGUITY (McCarthy and Prince 1994). The use of CONTIGUITY instead of DEP will be motivated in §4.4, which deals with a special case of epenthesis. First, let me introduce how CONTIGUITY will be employed here.

4.2.1 Contiguity

McCarthy and Prince (1994: 123) define CONTIGUITY as in (11).

(11) Contiguity

a. \(I\)-\(\text{CONTIG}\) (“No Skipping”)
   The portion of \(S_1\) standing in correspondence forms a contiguous string.
   Domain (\(\mathcal{R}\)) is a single contiguous string in \(S_1\).

b. \(O\)-\(\text{CONTIG}\) (“No Intrusion”)
   The portion of \(S_2\) standing in correspondence forms a contiguous string.
   Range (\(\mathcal{R}\)) is a single contiguous string in \(S_2\).

\(I\)-\(\text{CONTIG}\) holds of input strings to guarantee that none of their internal elements is deleted in the output. \(O\)-\(\text{CONTIG}\) holds of output strings to avoid internal epenthesis. Crucially, CONTIGUITY applies only to internal elements; neither deletion nor epenthesis at the periphery of
a string is subject to the constraint. This effect is essential for the analysis of Mundurukú, as we will see later in §4.4. McCarthy and Prince explain,

“[…] the map $xyz \rightarrow xz$ violates I-CONTIG, because the Range of $\mathcal{R}$ is \{x, z\}, and $x, z$ is not a contiguous string in the input. But the map $xyz \rightarrow xy$ does not violate I-CONTIG, because $xy$ is a contiguous string in the input. The constraint O-CONTIG rules out internal epenthesis: the map $xz \rightarrow xyz$ violates O-CONTIG, but $xy \rightarrow xyz$ does not.” (p.123)

McCarthy and Prince do not consider reordering of elements in a string as a possible violation of CONTIGUITY; this is attributed to LINEARITY, the ‘anti-metathesis’ constraint (McCarthy and Prince 1994). However, reordering of elements also creates a different substring, if internal to the morpheme. For example, the map $xyz \rightarrow yxz$ violates CONTIGUITY twice, because $y, x$ and $x, z$ are not contiguous strings in the basic form.

The definition of CONTIGUITY assumed here determines that deletion and epenthesis, as well as reordering, must be marked as violations of the constraint.

(12) CONTIG-IO(Def)

The portion of $S_1$ standing in correspondence forms a contiguous string, as does the correspondent portion of $S_1$. (From Kager 1999: 250)

Range ($\mathcal{R}$) is a single contiguous string in $S_1$.

It is important to establish the types of structures to which CONTIGUITY applies, and the types of elements that make up a string. Here I distinguish two types of structures. One refers to a string of segments (Cs and Vs) that form a Morpheme, and the other refers to a string of morphemes that form a Word.¹ I refer to the first type as “intra-morphemic contiguity,” and represent it by M-CONTIGUITY (M=Morpheme); the second type is “inter-morphemic contiguity,” or W-CONTIGUITY (W=Word).

¹ I use the term Word to refer to any morphosyntactic form of a lexical item (Trask 1996); for example, inflected forms of a verb (e.g. go, goes, went, etc.) are, in this sense, different words.
4.2.2 Inter- and Intra-morphemic CONTIGUITY

W-CONTIGUITY and M-CONTIGUITY are defined (13) and (14) respectively. (M-CONTIGUITY is a non-segregated version of McCarthy and Prince’s (1994) constraints CONTIGUITY(Root) and CONTIGUITY(Af).)

(13) W-CONTIGUITY
The portions (i.e. morphemes) of W(ord) standing in correspondence form a contiguous string, as do the correspondent portions of W.²

(14) M-CONTIGUITY
The portions (i.e. segments) of M(orpheme) standing in correspondence form a contiguous string, as do the correspondent portions of M.

The two constraints make different predictions. M-CONTIGUITY prevents metathesis, epenthesis and deletion of segments inside the morpheme; W-CONTIGUITY, on the other hand, prevents reordering of morphemes and epenthesis, but not deletion, of segments at morpheme boundaries.

W-CONTIGUITY effects. Suppose that \{α-β-γ\} is an input string of morphemes that form a word. The map \(α-β-γ \rightarrow α-x-β-γ\), where \(x\) is an epenthetic segment (C or V) not associated with the representation of either \(α\) or \(β\), violates W-CONTIGUITY, because epenthesis of \(x\) creates substrings, \{α-\(x\}\} and \{\(x\)-β\}, that are not contiguous in the input.

Similarly, the map \(α-β-γ \rightarrow α-γ-β\) violates W-CONTIGUITY, because reordering of \(β\) and \(γ\) creates substrings, \{α-\(γ\}\} and \{\(γ\)-β\}, that are not contiguous strings in the input.

Suppose now that /\(xy\)/ are segments that realize a morpheme \(α\). The map \((xy)_{α-β} \rightarrow (x)_{α-β}\) does not violate W-CONTIGUITY, because deletion of \(y\) does not segregate the string of morphemes; the output string is still \{α-β\}.

² It is important to clarify that the term “portions of the Word”, as I make use of it here, refers specifically to “individual morphemes” that are put together to form a word; therefore W-CONTIGUITY evaluates strings of morphemes. In this sense, a word composed of a single morpheme would be exempted.
The application of W-CONTIGUITY is illustrated below and further discussed in §4.4 which examines V-reduplication.

First of all, since W-CONTIGUITY does not prevent deletion inter-morphemically, the faithfulness constraint MAX must be posited to avoid deletion in general. Other MAX constraints and their ranking relative to each other will be introduced as I examine particular cases.

(15) MAX-IO

Input segments (C and V) must have output correspondents.

The ranking for constraints discussed so far, and others, will be presented in the following sections as I present evidence for their ranking. A case is suggested in Tableau 4.1. *COMPLEX dominates all other constraints to avoid tautosyllabic CC or VV sequences. Below it, we find W-CONTIGUITY (Shorthand: W-CONTIG), which prevents epenthesis of segments between morphemes, and then ONSET; MAX-IO and NOCODA are lower in the ranking. (The position of M-CONTIG in the ranking is discussed in §4.4.)

Tableau 4.1. Syllabification of kasoptá ‘star’.

<table>
<thead>
<tr>
<th>ka-sop-tá thing-flame-CL</th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>MAX-IO</th>
<th>NOCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ka.so.pta</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ka sop.ta</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ka so.pi.ta</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ka so.ta</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

The function of W-CONTIG is to avoid epenthesis at morpheme boundaries. Given three morphemes \{α=ka, β=sop, γ=ta\}, we obtain the following contiguous strings in the input: \{ka-sop\} and \{sop-ta\}. Epenthesis of /i/, illustrated by candidate (c), violates inter-morphemic contiguity (W-CONTIG) because the vowel, which is not associated with either sop or ta, breaks the string \{sop-ta\} into two substrings, \{sop-i\} and \{i-ta\}, and these are not contiguous strings in the input. Conversely, deletion of /p/ in sop, illustrated by candidate (d), does not violate W-CONTIG, because the substring \{so-ta\} still corresponds to the string \{β-γ\}.

A candidate such as ka.so.pa.ti would win according to the ranking proposed in the tableau, because the realization of \{γ=ta\} as \{at\} does not violate W-CONTIG, although a violation of M-
CONTIG can be claimed here. The input string /ta/ corresponds to the substring at, in which case the segments have been reordered: t-a → a-t. But given that the segments are still “contiguous” in the output, let us assume M-CONTIG is not violated. Despite this, ka.so.pa.ti would still be ruled out. We will see later in this chapter that the language has a constraint, ALIGN-R, which determines that the right edge of a morpheme boundary coincide with the right edge of a syllable boundary. The constraint is introduced in §4.4.3 where some issues concerning syllabification of sequences VCV are examined. According to the ranking proposed there (see especially Tableau 4.22), ka.so.pa.ti is banned because /p/ in /sop/ must be aligned with the right edge of a syllable, thus ka.sop.ta wins.

Let us now turn to the analysis of sequences vowel + vowel, and the difference between phonetic and phonological syllabification.

4.3 Hiatus

The language has five vowel qualities /i, e, ə, a, o/, most of which can be combined to form a sequence VV, syllabified as V.V. (Several arguments for syllabification of VV sequences as V.V were provided in the beginning of this chapter.)

(16) shows that the high front vowel /i/ may be combined with any heterosyllabic vowel.

(16) /i/ + V sequences

(a) i-i  i-inám → i.i.nám ‘to sew s.t.’
3Ob-sew

(b) i-e  i-éə → i.éə ‘It’s sore.’
3Su-be.sore

(c) i-ə  i-ə → i.ə ‘It’s light’ (weight)
3Su-be.light

(d) i-a  kábí-ə → kábí.ə ‘day’
sky-light/clear

(e) i-o  bíə → bí.o ‘tapir’
Sequences /e/ + vowel are also frequent, but /eə/ and /ea/ in particular are unclear. Combinations of the 2nd person prefix {e-} with a verb or noun beginning with /ə/ or /a/ have different outcomes. In the sequence /e- + a…/, the vowel of the 2nd person prefix is always deleted, as shown in (17)g; but if /e/ belongs to other prefix, for instance {océ-} ‘1pl.excl.’, (17)f, there is an alternation between forms with and without /e/. As for /eə/, it seems that this sequence is permitted in the language, as shown by examples in (17)c-d. The exception is again the 2nd person prefix {e-}, in which case the vowel of the root is deleted, (17)e. This suggests that sequences /eə/ and /ea/ are generally allowed in the language, although there is a prohibition referring specifically to combinations with the person prefix {e-} ‘2sg’, and is, therefore, morphologically conditioned.

(17) /e/ + V sequences

(a) e-i t-eí ➔ te.i

3-price

(b) e-e o-jeé ➔ o.je.é

1-skin

(c) e-ə i-éə ➔ i.é.ə

‘It’s swollen.’

3Su-be.swollen

(d) ʤe-ó ➔ ʤe.ó

CoRef.Poss-up

‘to go up’

(e) e-əŋ-ʔá ➔ eŋ-ʔá *eŋʔá

‘your knee’

2-knee-CL

(f) ?e-a otjé-ʔežém ➔ o.tjá.ʔežém ~ otjé-ʔežém

‘We (excl.) arrived.’

1pl.excl-arrive
(g)  e-gēm → a-gēm *gēm  ‘Arrive!’
2Su-arrive

(h)  e-o móreó → móreó  ‘bat’

As for sequences /a/ + vowel, these are commonly found; only in the case of /əa/ which may optionally alternate between [əa] or simply [a], as in (18)d.

(18)  /ə/ + V sequences
(a) ə-i səi → səi  ‘his/her feet’
   3-foot
(b) ə-e kobəé → kobəé  ‘a tree (sp.) fiber’
   tree(sp.)-fiber
(c) ə-o i-mə-ə-ə-də-m → i-mə-ə-ə-dəm  ‘to send s.o.’
   3Ob-CAUS-go-RED-IMPRF
(d) ə-a o-bə-ə-ʃiri → o.bə-ə-ʃiri ~ o.bə-ə-ʃiri  ‘my thumb’
   1-finger-?-AUG
(e) ə-o i-mə-əm → i-mə-əm  ‘to put s.t. inside’
   3Ob-CAUS-enter

In sequences /a/ + vowel, illustrated in (19), and /ə/ + vowel, in (20), no cases of the combinations /aa/ and /oə/ were found. It is not clear at this point whether the language prohibits these sequences or this is simply an accidental gap in the corpus.

(19)  /a/ + V sequences
(a) a-i ka-dai → ka.da.i  ‘plant’
   thing-plant
Another point to consider concerns the distinction between sequences vowel + vowel and sequences glide + vowel, which are examined next.
4.3.1 Vowels versus glides

Tones are the best phonological indication for syllable breaks, and make a difference in cases such as those in (21). The pairs contrast two syllables versus one, or two moras versus one. Therefore, the opposition is two tones versus one. The first column contains sequences of vowels, each of which belongs to a syllable (V.V) and is thus assigned a tone in phonology. The second column contains sequences glide + vowel (GV/VG), which form a single syllable, thus get a single tone.

(21) V.V versus GV

(a) o-é [ùê] ‘my path’  we [wê] ‘peccary’
1-path

(b) o-á [ùá] ‘s.t. bit me’  wa [wá] ‘to cry’
1Ob-bite

(c) s-ê [sê] ‘his/her feet’  s-ôy [sôy] ‘bird, sp.’
3-foot

Phonetically, the duration of a vowel is greater than the duration of a glide, especially in word-initial position. This is illustrated in Figure 4.1, which compares /oa/ [ùá] versus /wa/ [wá].

Figure 4.1. Spectrogram showing sequences V.V versus GV in the words oá ‘s.t. bit me.’ and wa ‘to cry’.

3 For the sake of exposition, the vowel /o/ in the examples oé ‘my path’, oá ‘s.t. bit me’, etc., is transcribed as the high back vowel [u], but recall from Chapter 2 that /o/ varies freely between [o] and [u].
But durational differences may be obscured by other factors. For example, glides have longer duration in intervocalic position, due to the coarticulation with both preceding and following vowels. The spectrogram below shows an intervocalic [w] in the Mundurukú word áwá ‘grandmother’, which is realized with duration similar to that of [u] in oa ‘s.t. bit me’.

Figure 4.2. Spectrogram showing an intervocalic [w] in the Mundurukú word áwá ‘grandmother’.

Figure 4.3 gives a slightly different example. The word koqto ‘summer’ has three tones and therefore three syllables: koq.to. Phonetically, however, the sequence /ko/ is realized as a labialized consonant [kw], therefore phonetically two syllables: [kwə tố].

Figure 4.3. Spectrogram of the sequence /koq/ [kwə] in the word /koqto/ ‘summer’.

An argument in favor of three as opposed to two syllables, comes from the speakers’ intuition about syllabification. Most speakers can whistle the tones of a word: one whistle per tone per mora. In cases like koqto, they consistently whistle three tones even though it is phonetically [kwə tố]. This suggests that speakers whistle what is determined by the phonology, not how the word is pronounced (see related discussion in Mohanan 1986).

It is evident that phonetics and phonology disagree on the status of vowels and glides, but the findings do not provide evidence to reliably differentiate both. The asymmetry is only
resolved in the phonology through the assignment of tones on vowels. In other words, vowels, unlike glides, are tone-bearing units, and since moras are the units that can bear a tone (Pulleyblank 1986; and Chapter 8), the difference between vowels and glides is that vowels are moraic.

(22) (a) /wé/ ‘rodent, sp.’ /o-é/ ‘my path’

\[
\begin{array}{c}
\text{UR} \\
\text{SR}
\end{array}
\quad
\begin{array}{c}
\mu \\
\sigma
\end{array}
\quad
\begin{array}{c}
\text{UR} \\
\text{SR}
\end{array}
\quad
\begin{array}{c}
\mu \\
\sigma
\end{array}
\]

\[
\begin{array}{c}
\text{wè} \\
\text{w e}
\end{array}
\quad
\begin{array}{c}
\text{o è} \\
\text{o e}
\end{array}
\quad
\begin{array}{c}
\text{[ù.è]}
\end{array}
\]

(b) /sòy/ [sòy]‘bird, sp.’ /sə-î/ [sə.î] ‘his/her feet’

\[
\begin{array}{c}
\text{UR} \\
\text{SR}
\end{array}
\quad
\begin{array}{c}
\mu \\
\sigma
\end{array}
\quad
\begin{array}{c}
\text{UR} \\
\text{SR}
\end{array}
\quad
\begin{array}{c}
\mu \\
\sigma
\end{array}
\]

\[
\begin{array}{c}
\text{sòy} \\
\text{s ò y}
\end{array}
\quad
\begin{array}{c}
\text{sò-î} \\
\text{s ø î}
\end{array}
\]

By assuming moras in the underlying representation of vowels, and a constraint demanding faithfulness to an underlying mora, MAX-µ, we can prevent the vowel from changing into a glide and therefore losing its moraic status.

(23) MAX-µ – Input moras must have output correspondents.

Syllabification of VV sequences is illustrated in the following tableau.\(^4\) First, W-CONTIG prevents epenthesis at morpheme boundaries, ruling out candidate (d). Second, glide formation is

\(^4\) A candidate that would be better than iéò in the tableau is hiéò, which violates ONSET only twice. I did not include it in the range of candidates because both forms iéò and hiéò cooccur in the language as free variants. It is desirable here that the ranking predicts the possibility of having an epenthetic element word-initially, because word-initial epenthesis is possible, though optionally. I will return to this point in §4.4.
a fatal violation of the constraint demanding faithfulness to moras (MAX-µ), illustrated by candidate (a). Finally, two vowels parsed to a nucleus position is ruled out by *COMPLEX. This gives us the winner, candidate (b), which violates ONSET three times but retains all of its moras.

Tableau 4.2. Syllabification of VV sequences. (i-é ‘It’s swollen.’)

<table>
<thead>
<tr>
<th></th>
<th>*COMPLEX</th>
<th>MAX-µ</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>NOCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>σ σ</td>
<td></td>
<td>!</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>μ μ</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>γ é ø</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>yé ø</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>σσσσ</td>
<td>***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>μμμμ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>i é ø</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>σ σ</td>
<td></td>
<td>!</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td></td>
<td></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>μμμμ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>i é ø</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>σ σ σ</td>
<td></td>
<td>!</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>μ μ μ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>hi hè hø</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Under certain conditions, the vowels /o/ and /i/ of the 1st and 3rd person possessive prefixes, {o-} ‘my N’ and {i-} ‘his/her N’, have variants that are glides, {w-} and {y-} respectively. These variants occur in inalienable possession before nouns that begin with vowels. The examples in (24) illustrate the variants {o-, i-}, and (25) illustrates the variants {w-, y-}.

(24) 1st and 3rd person markers as plain vowels

(a) o-dóy → o.dóy ‘my blood’

1-blood

(b) i-bå → i.bå ‘his/her arm’

3-arm
(c) o-ōdēm → o.ōdēm ‘I arrived.’
1Su-arrive

(d) i-ókók → i.ó.kók ‘It’s dirty.’
3Su-be.dirty

(25) 1st and 3rd person markers as glides

(a) w-aʔá → waʔá ‘my head’
1-head

(b) w-e-kíse → we.kí.se ‘my knife’
1-Poss-knife

(c) y-aʔá → yaʔá ‘his/her head’
3-head

(d) y-ʔók → yóʔók ‘his/her belly’
3-belly

The analysis I propose for the alternations o-/w- and i-/y- in possessive constructions is that these possessive prefixes have two allomorphs: one is a full vowel, \{o-, i-\}, the other is a glide, \{w-, y-\}, respectively, each of which is selected to a particular context. The tableau illustrates selection of a glide preceding a vowel. MAX-\(\mu\) is not violated by either candidate because both forms, with and without a mora, are specified in the input; but the selection of \{w-\} is better because it satisfies ONSET.
Tableau 4.3. Selection of the variant \{w-\} of the 1st person possessive prefix.

<table>
<thead>
<tr>
<th></th>
<th>{o-, w-}aʔa</th>
<th>*COMPLEX</th>
<th>MAX-µ</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>NOCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>o.aʔa</td>
<td></td>
<td></td>
<td></td>
<td>**!</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>waʔa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

But not all vowel-initial nouns take the variants \{w-, y-\}. There are cases that take \{o-, i-\} instead; for example, ᵐ/doho ‘domestic animal’ takes \{o-\}: o⁻oḥoʊ ‘my domestic animal’.

The selection of \{o-, i-\} or \{w-, y-\} also depends on the quality of the initial vowel. This is because the language bans sequences *yi/*iy and *wo/*ow (see Chapter 5 on phonotactic restrictions). As shown in (26), the vowels /o, i/ share many features with /w, y/ respectively, differing only with respect to the feature [vocalic] in which case /w, y/ are [-vocalic].

(26)  
<table>
<thead>
<tr>
<th></th>
<th>o</th>
<th>w</th>
<th>i</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>high</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>back</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>round</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>vocalic</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

The similarity between o/w and i/y counts as a fatal violation of the Obligatory Contour Principle (Leben 1973, Goldsmith 1976, McCarthy 1986; Odden 1986), which prohibits a sequence of identical elements.

(27)  
**Obligatory Contour Principle (OCP)**

At the melodic level, two adjacent identical elements are prohibited.

We can recast the prohibitions *wo/*ow and *yi/*iy in Mundurukú in terms of the OCP-constraints in (28). Note that a prohibition on sequences of segments that share more than one feature, here [+high, +round] and [+high, -back], is preferable because it does not exclude other combinations of segments that share only one feature; for example, wi or yo which share [+high].

---

5 Features for vowels were discussed in Chapter 2.
Sequential prohibitions

(a) *HiBK-HiBK
A sequence [+high, -back]-[+high, -back] is prohibited within a syllable.

(b) *HiRD-HiRD
A sequence [+high, +round]-[+high, +round] is prohibited within a syllable.

An illustration of the restriction *wo is provided in the following tableau. The candidate wóhó is ruled out by *HiRD-HiRD despite the fact that it provides an onset for the root-initial vowel.

Tableau 4.4. OCP and selection of \{o-, w-\}

<table>
<thead>
<tr>
<th>{o-, w-}</th>
<th>*HiBK-HiBK</th>
<th>*HiRD-HiRD</th>
<th>*COMPLEX MAX-(\mu) W-CONTIG</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-animal</td>
<td>wó.hó</td>
<td>!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. wó.hó</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. o.o.hó</td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
</tbody>
</table>

4.4 Onsets

All Mundurukú consonants can be onsets. (29) illustrates the full range of consonants in this position, both word-initially and word-medially. Restrictions exist, however, for /t/ and /h/ which do not occur word-initially, except under specific conditions, as discussed below.

(29)

<table>
<thead>
<tr>
<th>(29)</th>
<th>Word-initially</th>
<th>Word-medially</th>
</tr>
</thead>
<tbody>
<tr>
<td>/p/ póy</td>
<td>‘tortoise’</td>
<td>i.pí</td>
</tr>
<tr>
<td>/b/ bi.o</td>
<td>‘tapir’</td>
<td>kó.bé</td>
</tr>
<tr>
<td>/t/ ta.wé</td>
<td>‘monkey, sp.’</td>
<td>ka.tó</td>
</tr>
<tr>
<td>/d/ dó.á</td>
<td>‘spider’</td>
<td>ka.diŋ</td>
</tr>
<tr>
<td>/c/ tjó.kón</td>
<td>‘toucan’</td>
<td>da.tjé</td>
</tr>
<tr>
<td>/j/ ḍa.ráy.ʔa</td>
<td>‘orange’</td>
<td>wa.ḍe.bá</td>
</tr>
<tr>
<td>/k/ k'íp</td>
<td>‘louse’</td>
<td>á.ko.bá</td>
</tr>
</tbody>
</table>
4.4.1 Contiguity versus Dependence

The occurrence of /h/ word-initially is not entirely banned (see below), but it seems to be an innovation that has its roots in the function of the consonant in the language. As discussed in Chapter 3, /h/ occurs in between identical (reduplicated) vowels; its status as an independent phoneme is based on reduplicated forms that have been lexicalized as such, and for which the corresponding non-reduplicated forms are no longer used in the language. These are provided in (30). The occurrence of /h/ in non-lexicalized cases is illustrated in (31) below.

(30)  (a)  o-ôhô ‘my domestic animal’  *Ô
   1-domestic.animal
   (b)  y-aôhô=aî ‘one who is pale’  *aô
       3Su-CL=NOM
   (c)  îhi ‘winter’  *î
   (d)  îhi ‘monkey, sp.’  *î
   (e)  ôhô-?a ‘flute’  *ô
       flute-CL
In general, the distribution of /h/ is constrained by the phonology to a specific role in reduplication: a default consonant. Its function is to provide an onset for a vowel in V-reduplication, a pattern of reduplication in which the base is a syllable formed by a single vowel, as shown in (31). (See §4.3.3 for another context where [h] surfaces as a default onset.)

(31) Sequences of identical vowels via reduplication

(a) i-á ‘to bite s.t.’ i-á-há-m ‘bitting s.t.’
   3Ob-bite 3Ob-bite-RED-IMPRF

(b) ḃe-ó ‘to go up’ ḃe-ó-hó-m ‘going up, climbing’
   CoRef.Poss-up CoRef.Poss-up-RED-IMPRF

(c) t-á-é ‘to choose s.t.’ t-á-é-hé-m ‘choosing s.t.’
   3Ob-choose 3Ob-choose-RED-IMPRF

(d) káβî-a ‘day’ káβî-a-há-m ‘dawning’
   sky-light CoRef.Poss-sky-light-RED-IMPRF

(e) o-i-o ‘S/he got well.’ i-móy-o-ho-m ‘make s.o. get well’
   3Su-?-be.well 3Ob-CAUS-be.well-RED-IMPRF

The examples in (32) show that /h/ is prohibited if the sequence of vowels does not result from reduplication.

(32) Non-reduplicated sequences of vowels

(a) i-i-só ‘It’s clean, new’ *i-hísó
   3Su-be.clean

(b) o-ʃéé ‘my skin’ *oʃehé
   1-skin

(c) ʃohot ‘bird, sp.’ *ʃohóht
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The disparity of the distribution of /h/ is then related to its function in language: to separate two adjacent heterosyllabic vowels in V-reduplication. This is the context where it was phonologized and also the context where it mostly occurs synchronically, with some innovations (to be discussed below).

The occurrence of /h/ in reduplication follows from the principles that drive syllabification. The requirement that a vowel-initial syllable in V-reduplication must have an onset is, contradictory as it seems, also a requirement of the ranking that preserves onsetless syllables elsewhere in the language. Here the role of W-CONTIGUITY is crucial, because it treats the reduplicative morpheme as any other morpheme, irrespective of its phonetic realization. This is illustrated in Tableau 4.5.

Tableau 4.5. V-reduplication with epenthetic /h/.

<table>
<thead>
<tr>
<th>i-a-REDσ-m</th>
<th>*COMPLEX</th>
<th>MAX-µ</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>NOCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3Ob-bite-RED-IMPRF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. i.áám</td>
<td></td>
<td>***!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ya.hám</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. i.áma</td>
<td></td>
<td><em>!</em></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. i.a.hám</td>
<td></td>
<td></td>
<td></td>
<td>**</td>
<td>*</td>
</tr>
</tbody>
</table>

Epenthesis of /h/ does not violate W-CONTIGUITY because the reduplicant (RED) is simply a syllable, with no specific information about the segments that compose it. Thus contiguity is required for the complex BASE-RED, but does not impose restrictions on the segments that realize the reduplicant. For example, candidate (d) obeys W-CONTIGUITY because /h/ belongs to the syllable that realizes the reduplicative morpheme. In this sense, the sequence hV is for RED as i is for the 3rd person object marker, and m for the aspect marker. Therefore, /h/ does not separate the input string {a-RED}.

The constraint is violated only if there is reordering of input morphemes; for example, RED is separated from the base by an intervening segment that is independent of it, such as the suffix {-m} ‘Imperfective’, illustrated by candidate (c). The output string is {BASE-m-RED}, corresponding to an input {BASE-RED-m}, in which case {BASE, RED} is one contiguous string, and {RED, -m} is another. Reordering breaks the string {BASE, RED} in favor of {BASE, -m}, and cancels {RED, -m}. The presence of /h/ in the reduplicant does not affect any of these.
Therefore, forms with and without /h/ are equally good according to W-CONTIGUITY, but reduplication with the laryngeal is better because of the prohibition on onsetless syllables, enforced by ONSET.

Epenthesis of /h/ is a compelling argument for the use of CONTIGUITY. To demonstrate the importance of this constraint for the analysis of Mundurukú, let us first consider an account using Dep instead. One possibility is to treat V-reduplication as a case of The Emergence of the Unmarked (TETU: McCarthy and Prince 1994). Onsetless syllables are permitted generally, but not in the reduplicant. In an analysis that invokes TETU, two faithfulness constraints must be posited: DEP-IO, to prevent epenthesis elsewhere, and DEP-BR, to prevent epenthesis in the reduplicant.

(33) (a) DEP-IO

Any segment in the output must have a correspondent in the input.

(b) DEP-BR

Any segment in the Reduplicant must have a correspondent in the Base.

Because we want onsetless syllables to surface, DEP-IO must dominate ONSET, and because we want to force /h/-epenthesis in reduplication, ONSET must dominate DEP-BR. Thus the ranking must be DEP-IO >> ONSET >> DEP-BR. The first problem with this ranking is shown in Tableau 4.6, which contains the same candidates examined in Tableau 4.5 above, but this time with DEP instead of CONTIGUITY. Note that the winner candidate is not the one with an epenthetic /h/. To rule out candidate (c), LINEARITY, the anti-metathesis constraint, could be invoked, and if ranked above DEP-BR, candidate (d) would be chosen. But the point I attempt to make here is that the ranking DEP-IO >> ONSET >> DEP-BR still predicts that epenthesis should not be an option.
Tableau 4.6. V-reduplication as TETU.

<table>
<thead>
<tr>
<th>i-á-REDₐ-m</th>
<th>*COMPLEX</th>
<th>MAX-µ</th>
<th>DEP-IO</th>
<th>ONSET</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>3Ob-bite-RED-IMPRF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. i.á.ám</td>
<td></td>
<td></td>
<td></td>
<td>***!</td>
<td></td>
</tr>
<tr>
<td>b. ýá.ḥám</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. i.a.má</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>d. i.á.ḥám</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>** *!</td>
</tr>
</tbody>
</table>

The analysis I propose accounts for both marked and unmarked structures, and is therefore more economical. This is also in part because I believe that if a restriction does, or does not, hold for the language in general, then it does, or does not hold for particular aspects of the same language. For example, if onsetless syllables are generally permitted in Mundurukú, then they are permitted in reduplication.

Another argument in favor of CONTIGUITY is illustrated in (34). /h/ begins to extend its function as a default consonant to other environments in the language, and with the same function: to serve as an onset in onsetless syllables. This pattern is mostly found word-initially, where forms with and without /h/ are in free variation.

(34) (a) a.pát ~ ha.pát ‘alligator’
(b) é ~ hé ‘path’
(c) i.i.só ~ hi.i.só ‘It hurts.’
(d) ón ~ ḥón ‘I’
(e) i.é.ə ~ hi.é.ə ‘It’s swollen.’

The account defended here fails to generate the variation, but the ranking can predict that /h/ in word-initial position is possible. Tableau 4.7 gives an example. Epenthesis of /h/ appears in four contexts: between the person prefix and the verb root, candidate (a); morpheme-internally, candidate (b); word-initially, candidate (c); and both word- and morpheme-initially, candidate (d). Candidates (a) and (d) fail W-CONTIG. Epenthesis of /h/ morpheme-internally violates M-CONTIG, because it segregates the morpheme {éə}. But if /h/ is epenthesized word-initially, both M-CONTIG and W-CONTIG are respected, and the candidate is optimal.
Tableau 4.7. \( /h/ \) word-initially but not morpheme-internally

<table>
<thead>
<tr>
<th></th>
<th>M-CONTIG</th>
<th>MAX-( \mu )</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>NoCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>i.(h)(e)</td>
<td></td>
<td>*!</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>i.(e)(h)</td>
<td>*!</td>
<td></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>hi.(e)()</td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>d.</td>
<td>hi.(h)(e)</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Note that candidate (d) would be optimal if \textsc{onset} dominated \textsc{w-contig} since it incurs less violations of \textsc{onset} relative to (a) and (c). Now, suppose that a change in the ranking takes place, and \textsc{onset} is promoted: \textsc{onset} \(>>\) \textsc{w-contig}. Reranking predicts (d), but not (b), because epenthesis internal to the morpheme is ruled out by \textsc{m-contig}. Therefore, if the phonology of the language decides to avoid onsetless syllables, it is predicted that the change will be at the periphery of morphemes, not morpheme-internally. This prediction is consistent with cross-linguistic observations that epenthesis at the edges of the morpheme or word are preferred over those internal to them (McCarthy and Prince 1994; see also Peterson 2004 for a good discussion of epenthesis and contiguity in Kabardian).

All else being equal, the predictions in terms of language change are as in (35).

(35) Historical change involving epenthesis

\[
\text{M-CONTIG} \gg \text{W-CONTIG} \gg \text{ONSET}
\]

Effect: Epenthesis at word boundaries possible.

\[
\downarrow
\]

\[
\text{M-CONTIG} \gg \text{ONSET} \gg \text{W-CONTIG}
\]

Effect: Epenthesis at word and morpheme boundaries possible.

\[
\downarrow
\]

\[
\text{ONSET} \gg \text{M-CONTIG} \gg \text{W-CONTIG}
\]

Effect: No onsetless syllables.

The alternations already observed in Mundurukú suggest that the language may be taking a step further in the change above. This is consistent with the idea that epenthesis first takes place at the edges of morphemes and then internally, and not vice-versa.

The analysis also succeeds in accounting for reduplication with fixed segmental material.
There is a pattern of reduplication in Mundurukú that has a fixed vowel /e/, which derives verbal predicates from nominal constructions; I refer to them as Exist(ential)-predicates, although there are two related interpretations: (i) as predicates of possession, when the noun (N) has an overt possessor – e.g. ‘I have a house’, or literally ‘A house exists in my possession’; and (ii), as existential predicates when N does not have an overt possessor – e.g. ‘There is a canoe’, or ‘A canoe exists’. In this kind of reduplication, the final syllable of the noun is copied but the vowel is always /e/. This is illustrated in the following examples.

(36) Reduplication with fixed vowel /e/

(a) w-e-kõbê (we.kõ.bê)  w-e-kõbê-be
   1-Poss-canoe       1-Poss-canoe-RED.exist
   ‘my canoe’        ‘I have a canoe.’

(b) o-dõk-ʔá (o.dõk.ʔá)  o-dõk-ʔá-ʔe
   1-house-CL:round   1-house-CL:round-RED.exist
   ‘my house’        ‘I have a house.’

(c) áko-ba (á.ko.ba)  áko-ba-bê
   ‘banana’          ‘There are bananas.’

(d) nobáño-nõm (no.bá.nô.nõm)  nobáño-nõm-nõm
   rifle.gun-CL:powder rifle.gun-CL:powder-RED.exist
   ‘gun powder’      ‘There is gun powder.’

---

6 Reduplication with /e/ copies features such as nasality and creaky voice, but not tone. The fixed vowel is on a L-tone irrespective of the tone of the base. This can be achieved by the ranking M-CONTIG >> MAX-µ >> W-CONTIG >> ONSET >> MAX-L >> MAX-BR, which preserves L-tone of /e/ while forcing other features to be realized in the reduplicant.
(e) o-ôhô (o.ô.hô) o-ôhô-hê
1-domestic.animal 1-domestic.animal-RED.exist
‘my domestic animal’ ‘I have a domestic animal.’

As before, if the syllable to be copied is composed of a single vowel, /h/ is inserted as an onset for the reduplicant vowel /e/, as shown in the examples below.

(37) V-reduplication in reduplication with fixed vowel /e/

(a) t-êi (te.i) t-êi-he
3-price 3-price-RED.exist
‘its price’ ‘It has price.’

(b) i-jeé (i.je.ê) i-jeé-he
3-skin 3-skin-RED.exist
‘its skin’ ‘It has skin.’

Following a proposal by Kim and Picanço (2003; see also Chapter 9), I assume that the vowel /e/ is underlingly specified in the representation of the reduplicant, as shown in Tableau 4.8. As a vowel, /e/ is moraic, therefore, it is required by MAX-µ to be realized in the output. And again, epenthesis of /h/ does not violate W-CONTIG because the vowel /e/ does not define RED on its own, only part of it. If we assume that RED is /e/ by itself, then the input morpheme should be {-e}, not RED; in this sense, RED would be either unnecessary or independent of {-e}, and this is not the case here.

---

7 By realizing both /e/ and /h/ in the reduplicant, faithfulness to the base is violated (MAX-BR), but this is not crucial to the point being discussed here; MAX-BR is discussed in Chapter 9.
Tableau 4.8. Epenthesis of /h/ in reduplication with fixed vowel /ε/.

<table>
<thead>
<tr>
<th>t-ei-RED</th>
<th>M-CONTIG</th>
<th>MAX-µ</th>
<th>W-CONTIG</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td></td>
<td></td>
<td></td>
<td>**!</td>
</tr>
<tr>
<td>a. te.i.e</td>
<td></td>
<td></td>
<td></td>
<td>**!</td>
</tr>
<tr>
<td>b. te.i.he</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. te.hi.he</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. te.i.hi</td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

As seen in the tableau above, the role of M-CONTIGUITY is to avoid epenthesis morpheme-internally, and this is the reason why candidate (c) is banned. If an epenthetic element is required, epenthesis will first target the edges of morphemes. In this language it is more important to preserve VV sequences morpheme-internally than at morpheme-boundaries.

4.4.2 Word-initial /r/

Another restriction on word-initial onsets is the occurrence of /r/ in this position. This consonant is the second most frequent consonant in onset position in the language (see Chapter 5) even though most consonants have a distribution that include word-initial position. However, the restriction on a word-initial /r/ affects native words, but not borrowings.

The words below are borrowings from Portuguese; they are already consolidated in the lexicon of the language, as it is evident from both phonological and grammatical affinities with native words, in particular, their association with classifiers and adaptation to the native phonology. For example, Portuguese /l/ is replaced by /r/ since /l/ is not a phoneme of the native inventory; also, final /s/ in lápis is deleted since /s/ is not a possible coda in Mundurukú; and finally, the Portuguese stressed vowel is reinterpreted as a H-tone vowel.

(38) (a) rápi-ʔip ‘pencil’ (Portuguese lápis)

pencil-CL

(b) ráta-ʔá ‘can’ (Portuguese lata)

can-CL
The innovation these borrowings brought to the language is the introduction of a new environment for /r/, previously restricted to medial position. The issue here is that borrowings, but not native words, allow /r/ word-initially.

Suppose the language has a constraint *#r that bans /r/ in this position. The question then is: What forces the phonology to allow borrowings to violate this restriction? First of all, /r/ may not be actually word-initial. As first noticed by Braun and Crofts (1965), a word-initial /r/ is phonetically preceded by a non-syllabic schwa (see §4.5 for more details on this non-syllabic vowel): [ᵅ´Rapistá ´p ‘pencil’ and [ᵅ´Ratá ´can’. It may also be pronounced as a plain [r], especially by those more familiar with Brazilian Portuguese. Here I consider the forms with and without a non-syllabic vowel to be phonologically deviant with respect to the prohibition on the occurrence of /r/ word-initially, despite the fact that the variant [ᵅr] occurs in the pronunciation of these words. Given this, there seems to be other major requirements that force the phonology to tolerate the introduction of a new pattern in the language, and although these are in conflict with the constraint *#r, they still have priority. I believe that this is related to the fact that, when the borrowings were introduced, /r/ was the best replacement, the ‘output’ most similar and more faithful to the source, i.e. to /l/, than any other consonant available in the language’s inventory.

The phonemic inventory of Mundurukú comprises seventeen consonants (as already seen in Chapter 3). From these only /d/ and /r/ are relatively close to /l/. While the alveolar stop is associated with /l/ in terms of place of articulation and (phonetic) voicing, /r/ shares place of

---

8 Of course, the constraint *#r only describes a prohibition so is not properly formulated, but motivation for it can be based on a similar prohibition in other languages. For example, certain dialects of Brazilian Portuguese, [ɾ] also does not occur word-initially.

9 Braun and Crofts report that native words are also pronounced this way word-initially, but in all examples used to illustrate the variant, the initial consonant is not underlyingly /r/ as they suppose, but /d/. In later work, Crofts (1985) reports these forms with /d/, and comments that its pronunciation resembles that of [ɾ]. I have witnessed /d/-flapping only intervocically, and for some of the speakers I have worked with, perhaps suggesting a dialectal variation. Given this, there seems to be a good reason to believe that a word-initial /r/ is in fact an innovation in the language.
articulation, voicing, and most importantly, it is linked to /l/ by the feature [+sonorant]. Therefore /r/ is closer to /l/ than /d/. Such considerations lead to the hypothesis that it is more important to respect sonorancy than a restriction.

The choice for [+sonorant] can be achieved by positing a high-ranking constraint that preserves this feature.

(39) \[ \text{MAX}[^{+\text{sonorant}}] \]

Input specifications of the feature [+sonorant] must have output correspondents.

\[ \text{MAX}[^{+\text{son}}] \] must dominate the phonotactic restriction on a word-initial /r/, *#r.

Tableau 4.9. From Portuguese lata to Mundurukú ráta.

<table>
<thead>
<tr>
<th>lata</th>
<th>MAX[^{+son}]</th>
<th>*#r</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. à</td>
<td>r̃áta</td>
<td>*</td>
</tr>
<tr>
<td>b. á</td>
<td>dáta</td>
<td>*!</td>
</tr>
</tbody>
</table>

The phonology must permit word-initial /r/’s in Mundurukú, otherwise words like ráta ʔá and rápi ʔíp would not be possible. What complicates matters is that native words do not reflect the proposed ranking. On the contrary, they suggest an opposite relation between faithfulness and the markedness constraint, one in which *#r dominates MAX[^{+son}]. This is the ranking that bans /r/ word-initially and retains it medially, as shown in the following tableau. (In the tableau ‘x’ represents a consonant that is different from /r/.)

Tableau 4.10. Ranking for an underlying /r/ in native words.

<table>
<thead>
<tr>
<th>ra</th>
<th>*#r_ MAX[^{+son}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>ra</td>
</tr>
<tr>
<td>b.</td>
<td>x̃xa</td>
</tr>
<tr>
<td>ara</td>
<td>*#r_ MAX[^{+son}]</td>
</tr>
<tr>
<td>c.</td>
<td>ara</td>
</tr>
<tr>
<td>d.</td>
<td>axa</td>
</tr>
</tbody>
</table>

This divergence, I believe, is not because the phonology treats native and borrowed items differently. An alternative hypothesis which I would like to defend in the next section is that the
language once had a prohibition *#r, but it was lost over time; synchronically, /r/ is ‘free’ to occur word-initially. The gap in native words reflects the period at which *#r was still active, whereas the borrowings reflect the new pattern.

4.4.2.1 Changing the ranking

Suppose that at an early stage of Mundurukú, shown in (40)a, *#r dominated MAX[+son], and so determined the distribution of /r/ in general. This of course banned all /r/’s from word-initial position and, hypothetically speaking, changed it into x. At this stage, forms such as ráta and rápi were not possible. At a later stage, (40)b, *#r lost its position for MAX[+son]. At this point, the input form of a previous /r/ is no longer /r/, but has been coined (reinterpreted) as /x/, the output of the former ranking. This is due to one of the basic principles in OT, Lexicon Optimization (Prince and Smolensky 1993), which asserts that input forms echo outputs. I assume that Lexicon Optimization plays a leading role in language change by coining the output of an early stage as the input of the following. Here is when ráta and rápi came into the language; the change in the ranking favored a new environment for /r/, but left a gap in the distribution of the consonant. Synchronically, only novel forms have it in word-initial position.

(40) Consequences of changing the ranking

(a) Input: /ra/ /ara/  *#r >> MAX[+son]  Output: [xa][ara]  (Lexicon Optimization)

(b) Input: /xa/ /ara/  MAX[+son] >> *#r  Output: [xa] [ara]

---

10 A word-initial /r/ underlyingly is hypothetical, in respect to one of basics of OT, the Richness of the Base, which says that no constraints hold at the level of underlying representations. There is, however, no language-internal or comparative evidence to support the hypothesis. Amongst Tupi languages, at least Mekens (Galúcio, p.c.) and Mawé (Sérgio Meira, p.c.) show patterns similar to Mundurukú; Karo (Gabas Jr. 1988, 1999), Gavião (Denny Moore, p.c.), and Aweti (Sebastian Drude, p.c.) all exhibit /t/-flapping in which a morpheme-final /t/ is realized as [r] before a morpheme-initial vowel. Thus, the consonant seems to be preferred in intervocalic position in several Tupi languages, and since long ago.
A strong argument in favor of the change in (40) comes again from borrowings. Compare the word ʤəɾáy ‘orange (tree)’ to ráta ‘can’, which correspond to Portuguese laranja and lata respectively. The question here is: Why does Portuguese /l/ correspond to Mundurukú /ʤ/ in ʤəɾáy but /r/ in ráta?

Suppose that ʤəɾáy came into the language when *#r was still active, i.e. at the stage in (40)a. This prevented /l/ from being introduced into the language as /r/, because *#r banned it. Another option would then be /d/, the most similar consonant after /r/. This implies that ʤəɾáy entered the language first as dara'y, changing later to ʤəɾáy: laranja → dara'y > ʤəɾáy (the notation “>” means ‘developed into’). This seems to be correct: not only is the change d > ʤ a real diachronic change in Mundurukú (Chapter 5 discusses it in great detail), but also the correspondences l/ʤ versus l/r in laranja/ʤəɾáy versus lata/rata can be explained in a principled way. The word ráta entered the language later; strictly speaking, at the stage in (40)b. Given that *#r could be violated at that period, Portuguese /l/ could then be implemented as /r/. The discrepancies between borrowings and native words can then be considered as the result of a change the constraint *#r underwent. Does this mean that *#r is still active under certain conditions, or that it lost completely its function in the language?

4.4.2.2 Loss of a constraint: systematic versus accidental gaps

A plausible answer, one that follows from OT’s basic concepts, is that reranking of constraints took place – grammars differ only in constraint ranking (Prince and Smolensky 1993). If we take different stages of a language to represent a different grammar,11 then a constraint operating at an early stage may be ranked higher or lower at a following stage.

Suppose that two languages (X and Y) exhibit a restriction on a segment α, and Universal Grammar (UG) has a markedness constraint *α prohibiting α to occur in an environment z. Does the restriction on α mean that both languages have the constraint *α operating in their grammars? The idea defended here, and corroborated by the diachronic analysis of Mundurukú

11 By “different grammar” I do not mean that two stages of a language are completely unrelated, but that changes that take place at one stage have an effect on the following and, consequently, in the former grammar.
in Chapter 5, is that it is not mandatory that \( *\alpha \) be part of the synchronic grammar of a language.

Let us begin by assuming that \( *\alpha \) is a constraint in grammar X. In this grammar \( *\alpha \) outranks Faith(ulness) to \( \alpha \), so the absence of \( \alpha \) in a given context is a systematic gap, accounted for by the ranking \( *\alpha >> \) Faith-\( \alpha \) banning \( \alpha \) in a principled way.

(41) Systematic gap

<table>
<thead>
<tr>
<th>( \alpha \ldots \alpha \ldots )</th>
<th>( *\alpha )</th>
<th>Faith-( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ( \beta \ldots )</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. ( \alpha \ldots \alpha \ldots )</td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

In grammar Y, on the other hand, the gap on the distribution of \( \alpha \) is not systematic, meaning that \( *\alpha \) does not consistently ban \( \alpha \) from context \( z \); an example of this can be the difference between borrowed and native items discussed above. This cannot be because of the ranking \( *\alpha >> \) Faith-\( \alpha \), since it bans \( \alpha \) altogether; for this grammar, \( *\alpha \) must be ranked sufficiently lowly such that its effects are not evident. In other words, learners of this language have no indication whatsoever that \( *\alpha \) is active in the grammar.

I believe that a child acquiring grammar Y will acquire former borrowings as part of the native vocabulary; for them, \( \alpha \) can and does occur in \( z \). Therefore, the gap in the distribution of \( \alpha \) in this language can be considered as accidental, the consequence of a sound change.

To illustrate the point, assume that at stage I of Mundurukú the ranking was \( *\#r >> \) MAX[+son]. This banned all /r/’s word-initially: hence laranja ‘orange’ entered the language first as \( \text{dara} \), not \( *\text{rara} \). When MAX[+son] gained a higher position in the ranking, it opened a window for a word-initial /r/; hence lata ‘can’ became \( \text{ra} \text{t} \). By Lexicon Optimization, stage II did not have /r/ word-initially in the native vocabulary, but could have it in novel forms. Consequently, children acquiring the language at stage II find /r/ in that position, though not frequently; for them, \( \text{ra} \text{t} \) and \( \text{ra} \text{pi} \) are not borrowings, but lexical items that are part of the native vocabulary. Therefore, \( *\#r \) has no synchronic motivation, and therefore needs not be acquired.\(^{12}\) This issue is important because the assumption that a constraint can be completely

\(^{12}\) So far I have not found any cases in which a morpheme-initial /r/ may occur both word-initially and word-medially to test whether there is alternation of some sort. If such cases do not exist in the language, then children
demoted from its function makes a difference. Under this view, a diachronic change in one area causes deterioration on another. In the case at stake, promotion of MAX[+son] caused the deterioration of *#r. This hypothesis not only predicts that borrowings may have a word-initial /r/, but also allows for an internal change producing a similar result. For example, a vowel is deleted word-initially leaving /r/ in that position (VrV > rV). But if we assume that *#r and MAX[+son] were simply reranked relative to one another, the prediction is that /r/ will occur word-initially only if it replaces a [+sonorant] segment.

To sum up: the hypothesis is that a gap on the distribution of a segment α may be accidental, meaning that there is no synchronic motivation for the activity of a constraint such as *α. Here I introduced the idea using *#r as an example; other cases will examined in Chapter 5.

4.4.3 Asymmetries in VCV syllabification

In Chapter 3, I compared closure durations for voiceless stops in a number of sequences: (i) after a nasal consonant – VN+CV; (ii) in onset position – VCV; (iii) in morpheme-final position followed by a morpheme-initial vowel – VC+V; and (iv) in combination with an identical stop – VC₁+C₁V. The mean durations, repeated in Table 4.1, showed that voiceless stops are in fact longer (ambisyllabic) in intervocalic position, but the length of individual stops varies according to the stop and the sequence (see below).¹³

<table>
<thead>
<tr>
<th></th>
<th>VN+CV</th>
<th>VCV</th>
<th>VC+V</th>
<th>VC₁+C₁V</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>156</td>
<td>235</td>
<td>188</td>
<td>265</td>
</tr>
<tr>
<td>t</td>
<td>152</td>
<td>239</td>
<td>193</td>
<td>225</td>
</tr>
<tr>
<td>k</td>
<td>130</td>
<td>147</td>
<td>169</td>
<td>144</td>
</tr>
</tbody>
</table>

The issue here is the mismatch between phonetics and phonology. First, morphological operations combining two identical stops (VC₁+C₁V) create geminate-like consonants phonologically, and as such are expected to have greater duration than single stops in sequences would in fact have no evidence for *#r.

¹³ Ambisyllabicity is also signaled by duration of the preceding vowel. A vowel preceding a voiceless stop is as short as one in a closed syllable.
VCV. The difference was significant for /p/ (p<0.0001) but not for /t/ or /k/ (p=0.11 and p=0.27 respectively).

Similarly, a morpheme-final stop followed by a vowel (VC+V) is lengthened in normal speech (see below on careful speech) to provide an onset for the following vowel. This can be characterized phonologically as gemination; thus sequences VC+V should in principle pattern with sequences VC1+C1V; but they do not. A comparison of the results show a significant difference for /p, t/ (p<0.0001 for both stops) but no difference for /k/ (p=0.21).

A different result was obtained for nasal stops. As expected, a nasal is longer in ṼN+V or VN+V sequences, where they are lengthened, than in VNV.

Table 4.2. Summary of the duration means (in ms) for nasals.

<table>
<thead>
<tr>
<th></th>
<th>VNV</th>
<th>ṼN+V</th>
<th>VN+V</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>102</td>
<td>121</td>
<td>132</td>
</tr>
<tr>
<td>n</td>
<td>86.7</td>
<td>91.3</td>
<td>111</td>
</tr>
</tbody>
</table>

Finally, it is well known that the universal parsing of VCV strings is V.CV. However, the two sequences, VCV and VC+V, differ phonologically in Mundurukú. An intervocalic stop or nasal is associated with an onset position only if VCV strings are either monomorphemic (42), or the morphological boundary is V+CV, (43).

(42) VCV
(a) a.pá t ‘alligator’
(b) de.kó ‘monkey, sp.’
(c) a.jí.má ‘fish’
(d) no.bá.nó ‘rifle/gun’

(43) V + CV
(a) i-pá k → i.pák ‘It’s red.’
    3Su-be.red

(b) e-kop → e.kop ‘You went down.’
    2Su-go.down
(c) o-jo-móŋ → o.jo.móŋ ‘I put it.’
1Su-3Ob-put

(d) o-nóy → o.nóy ‘my teeth’
1-tooth

Syllabification as V.CV in these examples is determined by ONSET.

Tableau 4.11. VCV → V.CV. Word: **deko** ‘monkey, sp.’

<table>
<thead>
<tr>
<th>deko</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>MAX-IO</th>
<th>NoCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>de.ko</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>dek.ó</td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

The constraint also predicts that a morpheme-initial consonant is associated with an onset position.


<table>
<thead>
<tr>
<th>ipák</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>MAX-IO</th>
<th>NoCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3Su-be.red</td>
<td></td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>a.</td>
<td>i.pák</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>ip.ák</td>
<td>**!</td>
<td></td>
<td>**</td>
</tr>
</tbody>
</table>

But the situation is different with nasals and stops in VC+V sequences because the phonology of the language requires their realization as codas. In this position only voiceless stops /p, t, k/, nasals /m, n, ŋ/ and glides /w, y/ occur.¹⁴

(44) Word-medially Word-finally
/p/ ka.sop.tá ‘star’ wi.ap ‘fan’
/t/ o.ját.ʔa ‘my food (e.g. round fruit)’ jípat ‘to be good’

¹⁴ The occurrence of /ŋ/ in coda position is discussed in Chapter 8.
If the morpheme boundary is VC+V, the universal preference for V.CV is overridden by another that requires syllabic and morphological boundaries to be aligned. That is, oral and nasal stops are obligatorily associated with a coda position, not only in normal but also in careful speech. In normal speech, these consonants close the syllable it is associated with and is released on the following vowel, as illustrated in (45).

(45) Normal speech

(a) i-díp=át → i.díp.pá́t ‘The beautiful one’
   3Su-be.beautiful=NOM

(b) w-e-wiap-ep → we.wi.ap.pep ‘I have a fan.’
   1-Poss-fan.RED.exist

(c) t-a-ën-ën → ta.ën.nën ‘(a fruit) with flesh’
   3-CL:seed-flesh.meat.RED.exist

(d) óm-óm (ayáː́tʰáː=yāː) → óm.móm ‘(The women) are going in.’
   enter-RED woman=PL

This distribution of closure and burst events between two different syllables suggests that the consonant is a geminate in the phonology, serving both as coda for the preceding syllable and onset for the following. Gemination is not the resyllabification of a coda consonant: it can be seen as a way of satisfying the alignment of a morpheme boundary with a syllable boundary. Evidence for this requirement comes especially from observations in careful speech: a
morpheme-final consonant remains in coda position, and the following onset is either realized by an epenthetic [h] or syllabification is VC.V. (Thus far I have observed this alternation only in reduplication, between base and reduplicant, and at word boundaries.)

(46) Careful speech
(a) i.díp.át ~ i.díp.[h]át ‘The beautiful one’
(b) we.wi.ap.ep ~ we.wi.ap.[h]ep ‘I have a fan.’
(c) ta.én.én ~ ta.én.[h]én ‘(a fruit) with flesh’

The alignment of the right edge of a morpheme with the right edge of a syllable is represented here by the constraint below.

(47) ALIGN-R – Align (Morpheme, Right, Syllable, Right)
The right edge of a morpheme must be aligned with the right edge of a syllable.

Here I assume non-crisp edge alignment, following Itô and Mester (1994: 38).

(48) Alignment:
Dfn Align(Cat1, Edge1, Cat2, Edge2)

Let Edge1, Edge2 be either L or R. Let S be any string. Then, for any substring A of S that is-the-content-of-a Cat1, there is [a] substring B of S that is-the-content-of-a Cat2, such that there is a decomposition D(A) and a decomposition D(B) of B, both sub-decompositions of a decomposition D(S) of S, such that Edge1(D(A))=Edge2(D(B)).

ALIGN-R prevents a morpheme-final consonant to be syllabified exclusively as an onset preceding a morpheme-initial vowel, and if dominated by ONSET, gemination is forced. In the tableau, brackets mark morpheme boundary and periods mark syllabic division.\(^{15}\)

\(^{15}\) Gemination violates another constraint, CRISPEdge[σ] (Itô and Mester 1994); this constraint is not discussed because its application does not seem to be crucially required for the facts examined here.
Table 4.13. Gemination of coda consonants in normal speech. Input: *i-díp át ‘the beautiful one’.

<table>
<thead>
<tr>
<th>i-díp=át</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>ALIGN-R</th>
<th>NoCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3Su-be.beautiful=NOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. σ σ σ</td>
<td>***!</td>
<td>*</td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>i.]díp.]á[t]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. σ σ σ</td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>i.]díp.]á[t]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. σ σ σ</td>
<td>*</td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>i.]dí.pá[t]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The variation in careful speech cannot be accounted for by the ranking proposed here. Epenthesis of [h] in reduplication (e.g. wiap-ep → wi.ap.hep ‘I have a fan’) satisfies ONSET but violates W-CONTIG. Likewise, an output without [h] (e.g. wi.ap.ep), satisfies W-CONTIG but violates ONSET. This goes back to the discussion on the possibility of a change promoting ONSET. If W-CONTIG loses its status relative to ONSET, *wi.ap.hep is predicted; that is, epenthesis at morpheme boundaries may become a regular repair strategy to avoid onsetsless syllables in the language. The presence of [h] in careful speech may be an indication that this is on its way.

The analysis of sequences VC₁+C₁V is similar to the one proposed for VC+V. That is, sequences of identical consonants are treated as geminates, as shown in the representations in (49). This analysis is supported by acoustic investigations (see Chapter 3) which show that stops in VC₁+C₁V sequences are realized with single closure and burst events, like a geminate.

(49) (a) o-[já]t-ta → o.[já]t.ta
     1-food-CL
     ‘my food’

(b) i-yoy-yoy → i.yoy.yoy
     3Ob-bake-RED
     ‘to bake s.t.’
It is worth noting, however, that sequences VC₁+C₁V and VC+V may differ in closure duration depending on the stop. As previously discussed, this phonetic difference is observed for /p/ and /t/ only; for /k/, sequences Vk+kV and Vk+V are not distinct. Given the discrepancy of the results, I will reserve this issue for future research. For now, let us assume they are phonologically similar.

As a geminate, two identical consonants in a sequence VC₁+C₁V satisfy the right alignment constraint and ONSET. MAX-IO is violated by candidate (a) because it deletes the final consonant of the base, despite the fact that deletion satisfies NOCODA.


<table>
<thead>
<tr>
<th>ſa’ta</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>ALIGN-R</th>
<th>MAX-IO</th>
<th>NOCODA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ſa.ʃta</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>ſa.ʃta</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>ſa.ʃta</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

The next issue to be examined in syllabification in Mundurukú concerns consonant clusters. I begin by looking at some phonetic and phonological aspects of the clusters that are allowed, and then proceed to those that are not, one in particular: sequences coronal + coronal (§4.5.4).

4.5 Consonant clusters

The language allows a large set of medial clusters, all of which are heterosyllabic. We have already seen that this is because of *COMPLEX, which forbids more than one consonant in coda or onset positions. Now we are going to see what clusters are predicted, what are attested, and their phonetic details.

Considering all possible combinations of coda and onset (8 consonants in coda position, /p, t, k, m, n, ŋ, w, y/ and 17 in onset /p, t, ŋ, k, b, d, ʤ, s, j, m, n, ŋ, r, w, y, ?, h/), there are 136 possibilities for CC clusters. From these, 8 are excluded because they involve sequences C-/h/ and /h/ does not occur post-consonantly in normal speech, as seen earlier, another 8 clusters – t-ŋ, t-d, t-ʤ, t-s, t-j, t-n, t-r, t-y – do not occur because of a prohibition on sequences /t/ + coronal C (see below in §4.5.4). The others are given in Table 4.3; attested clusters are indicated by ‘✓’.  

---

16 It does occur in careful speech though. This was discussed in §4.4.3.
the ones not possible are indicated by ‘*’, and those for which I have found no examples, but also no evidence that they cannot occur, are indicated by ‘?’. Examples are provided in the following sections.

Table 4.3. Combinations of coda x onset.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>t</th>
<th>tf</th>
<th>k</th>
<th>b</th>
<th>d</th>
<th>ʤ</th>
<th>s</th>
<th>ʃ</th>
<th>m</th>
<th>n</th>
<th>η</th>
<th>r</th>
<th>w</th>
<th>y</th>
<th>?</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>t</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>k</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>m</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>n</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>η</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>w</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>y</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.5.1 Clusters I: voiceless stop + C

Consonant clusters in which the first consonant is a voiceless stop are by and large the most suitable clusters for coarticulatory effects in Mundurukú. In almost all combinations, a voiceless stop is phonetically influenced by the following onset. This is interesting because, phonologically, it is an onset consonant that is influenced by a coda consonant in Mundurukú (see especially Chapter 7 on voicing alternation). The distinction between phonetic and phonological processes is important here. Phonetic effects do not involve the manipulation of features and are gradient; phonological processes, on the other hand, involve manipulation of features and are categorical (e.g. Keating 1996). In this section I focus on the coarticulatory effects, relating them to phonological ones.

The first CC cluster to be examined consists of a sequence of voiceless stops. (Here and in the rest of the section, clusters in a box are those consisting of a sequence /t/ + coronal, which always result in deletion of /t/. These are examined later in §4.5.4.)
Heterorganic clusters (VC₁+C₂V) tend to have greater duration (average of 278 ms, s.d. 34.4), but this result is no different from the result obtained for a sequence /p-p/ (p=0.24). They still differ from homorganic clusters in that C₁ is often, though not always, released. Figure 4.4 gives an illustration of a sequence Vp+tV; the arrow marks the burst release for [p].

Figure 4.4. Illustration of the closure phase in the sequence [p-t] in the Mundurukú word kasop-tá 'star'.

It is also possible to have a cluster formed by voiceless stop + voiced stop. Here phonetics and phonology diverge. Phonologically, the language has a process of consonant mutation (see details in Chapter 7) in which voiced stops in onset position agree in [-voice] with a preceding voiceless stop. Voicing alternations are restricted to particular classes of morphemes and subject to certain morphosyntactic conditions; elsewhere, sequences of stops may disagree in voicing, as the examples in (51). In the cluster /p-b/, the verb -boŋ ‘be big’ alternates with -poŋ after a voiceless stop, but this is because consonant mutation begins to be generalized in the language.
Phonetically, however, these sequences may be optionally pronounced as a sequence voiceless + voiced or voiced + voiced, in which the coda stop assimilates voicing from the following onset.

The waveforms in the figures below illustrate three sequences voiceless stop + voiced stop: /p-b/, /k-b/, /k-dʒ/, as produced by two speakers (JT and EM). The sequences in the figures 4.5 and 4.6 below show voiced and voiceless variants of voiceless stops preceding /b/ in -bón ‘be big’, as produced by the same speaker (JT). He pronounces the sequence /k-b/ as [k-b], maintaining the difference in voicing; this is perhaps facilitated by the difference in place of articulation since the sequence /p-b/ in tāp-bóň is produced as a long [b]. (In the waveforms vertical lines mark stop closures.)

Figure 4.5. Waveform illustrating the sequence /p-b/ realized as a long [b]. Word: tāp-bóň ‘The leaf is big.’ (JT)
Figure 4.6. Waveform illustrating the sequence /k-b/ realized as [k-b]. Word: wɔk-hoŋ ‘My belly is big’ (JT)

For the second speaker (EM), the velar stop /k/ is produced as [g] before /ʤ/.

Figure 4.7. Waveform illustrating the sequence /k-ʤ/ realized as [g-ʤ]. Word: ɑdɔŋ-ʤɔŋ ‘bathing’ (EM)

Voicing assimilation varies across speakers. The waveforms below illustrate the voiced-voiceless variation in the same word, daydodápdáp ‘armadillo, sp.’, as produced by three speakers. The target is the sequence /p-d/. For both EM and AK, illustrated in the figures in 4.8 and 4.9 respectively, -dáp-dáp is pronounced as [dáb-dáp].

Figure 4.8. Waveform illustrating the sequence /p-d/ realized as [b-d]. Word: daydodápdáp ‘armadillo, sp.’ (EM)
For JT, voicing distinctions were maintained and the sequence surfaces as [p-d].

The variation in voicing assimilation suggests an interpretation in terms of coarticulatory influence of voiced stops, rather than the phonological manipulation of the feature [+voice]. If we assume that [+voice] spreads to a preceding stop, two problems arise for the phonology: (i) the process is optional, and (ii) the language has already a process of voicing alternation, which is obligatory and affects stops in onset position. The differences between the two are outlined in (52). The cooccurrence of both in the same language is unlikely because they have conflicting properties. While progressive assimilation demands that a following voiced stop be realized as voiceless, the other would require the opposite: that a coda stop be realized as [+voice]. In addition, progressive assimilation targets only the stops that contrast phonologically for the feature [voice], thus excluding /k/. Contrary to progressive assimilation, regressive assimilation is not structure-preserving, a property that is typical of coarticulatory effects.

(52) Differences: 

<table>
<thead>
<tr>
<th></th>
<th>Regressive assimilation</th>
<th>Progressive assimilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>is optional</td>
<td></td>
<td>is obligatory</td>
</tr>
<tr>
<td>is not structure-preserving</td>
<td></td>
<td>is structure-preserving</td>
</tr>
<tr>
<td>targets all voiceless stops</td>
<td></td>
<td>does not include /k/</td>
</tr>
</tbody>
</table>
To continue with clusters, a voiceless stop may also be combined with a fricative. There are three reasons to believe that these do not form affricates. First, all stops can be combined with either /s/ or /ʃ/, except for /t/ which deletes because of the prohibition on sequences /t/ + coronal (§4.5.4). Second, the voiceless affricate /ʧ/ contrasts with the sequence t+ʃ in that /t/ is always deleted in the latter. Finally, the same morpheme-initial fricative can be combined with different stops; for example, wək-sə ‘my liver’ versus yop-sə ‘his/her liver’.

(53) Voiceless stop + fricative

<table>
<thead>
<tr>
<th></th>
<th>s</th>
<th>ʃ</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>dap-səm</td>
<td>ʃep-ʃep</td>
</tr>
<tr>
<td></td>
<td>‘deer’</td>
<td>‘two’</td>
</tr>
<tr>
<td>t</td>
<td>sə-tə</td>
<td>o-ʃet</td>
</tr>
<tr>
<td></td>
<td>‘monkey, sp.’</td>
<td>‘I slept.’</td>
</tr>
<tr>
<td>k</td>
<td>wək-sə</td>
<td>wək-sə-bi</td>
</tr>
<tr>
<td></td>
<td>‘my liver’</td>
<td>‘my back’</td>
</tr>
</tbody>
</table>

Phonetically, the primary difference between affricates and a sequence stop + fricative is that the stop portion in an affricate is much longer than the fricative portion, as seen in Chapter 3, and illustrated in Figure 4.11.

Figure 4.11. Expanded waveform illustrating the affricate /ʧ/. Word: bekʧu ‘child, boy’ (JT)

Conversely, in stop + fricative sequences, the fricative has a more prolonged period of frication, as shown in the two waveforms below.
The next cluster to look at is formed by a stop + nasal. For these, I have found no examples of a stop before /n/ or /ŋ/. As for the sequence /t-n/, this is predicted to not be possible because of the prohibition on /t/ + coronal.

(54) Voiceless stop + nasal

\[
\begin{array}{|c|c|c|}
\hline
 & m & n \\
\hline
 p & o.tọp.mọŋ & \text{‘I put the leaf…’} \\
 t & o.tit.mọŋ & \text{‘I put the flower…’} \\
 k & o.yọk.mọŋ & \text{‘I put the hollow object…’} \\
\hline
\end{array}
\]

In a sequence stop + nasal, nasalization and stop do no overlap. The waveform below illustrates the sequence /t-m/; after the stop is released (indicated in the waveform by an arrow), voicelessness continues for a short period before nasalization starts.
To conclude the investigation of sequences voiceless stop + C, let us examine those formed by stop + approximant. In this group, the most interesting cluster is the sequence stop + /r/; but before examining it, I want to briefly comment on other sequences.

We have already seen the details of the sequence stop + /r/ in Chapter 3, so I will not examine it here. As for the sequences stop + /w/ and stop + /y/, the effect of the approximant is similar to that of the voiced stops examined above; that is, a glide may also cause a preceding stop to surface voiced. For example, /k/ in the sequence /k-w/ in Ḣwekwek ‘It’s torn’ may be produced as [gw].

(55) voiceless stop - approximant

<table>
<thead>
<tr>
<th></th>
<th>w</th>
<th>r</th>
<th>y</th>
<th>?</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>?i.p.ʷeřó</td>
<td>ṭe.p.r̥áň</td>
<td>o.dop.yō</td>
<td>o.p.ʔák</td>
</tr>
<tr>
<td></td>
<td>‘woodpecker’</td>
<td>‘The leaf is white’</td>
<td>‘my arrows’</td>
<td>‘spear’</td>
</tr>
<tr>
<td>i.boo.wát.wán</td>
<td>ka.yo.ɾi.ɾit</td>
<td>a.yá.ʔa.yō</td>
<td>o.ʔá.t.a</td>
<td></td>
</tr>
<tr>
<td>‘to help s.o’</td>
<td>‘sand, beach’</td>
<td>‘women’</td>
<td>‘my’</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>‘my food’</td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>i.wék.wék</td>
<td>ʔyék.reŋ</td>
<td>ʔík.yō</td>
<td>ʔák.ʔá</td>
</tr>
<tr>
<td>‘It’s torn’</td>
<td>‘She’s pregnant’</td>
<td>‘mosquitoes’</td>
<td>‘house’</td>
<td></td>
</tr>
</tbody>
</table>

Sequences stop + /r/ are more interesting for the following reasons. First, syllabification of the cluster /p-r/ in ṭa.pŕ̥t ‘the leaf is white’ as /p.r/ (ta.pŕ̥t → ta.p.ŕ̥t) offends preference laws for syllable contact (Vennemann 1988), and constitutes a tautosyllabic cluster in many languages. The preferred syllabification would thus be *ta.pŕ̥t. However, this is not possible in Mundurukú because *COMPLEX, shown in Tableau 4.15, determines that all CC sequences must be
heterosyllabic. An alternative, illustrated by candidate (c), would be to insert a vowel and create a new syllable, *təprət*, but this is also bad because epenthesis violates W-CONTIG. The optimal candidate is thus *təprət*, despite its conflict with the syllable contact law.

Table 4.15. Syllabification of the cluster /p-r/.

<table>
<thead>
<tr>
<th></th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>ALIGN-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>![]</td>
<td><strong>!</strong></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>![]</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>![]</td>
<td><strong>!</strong></td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

But the phonetic details of clusters such as /pr/ are not so simple. The transition from /p/ to /r/ is not simply [p.r] as the phonology says. The cluster is in fact realized with an epenthetic, non-syllabic vowel: [təpərət], as shown in the waveforms below. Phonologically this vowel is invisible: speakers recognize only two syllables, *təprət*, and therefore two tones, L-L. Another difference between non-syllabic [?] and a full [o] is length. In open syllables, vowels tend to be longer than those in closed (see Chapter 3). Compare the two sequences [tərə] in Figure 4.15 to the sequence [ɔə] in Figure 4.16. Figure 4.15 shows waveforms of the word *təprət* [təprət]. Note that [?] is noticeably shorter (average of 69 ms, s.d. 9.7) than a full [o] in a closed syllable (mean 79 ms, s.d. 16.2, as seen in Chapter 3).

Figure 4.15. Waveforms illustrating non-syllabic [o]. Word: *təprət* [təpərət] ‘The leaf is white’. (AK/JT)

Now compare these to a full vowel [o] in an open syllable and preceding /r/, shown in Figure 4.16. As a regular vowel, [o] is clearly longer (mean 180 ms, s.d. 8.2) that a transitional [?] in a similar context.
The question here is: ‘Is this a phonetic or a phonological process?’ According to the analysis developed so far, if [ə] is treated as a full vowel in the phonology, two problems arise. First, W-CONTIGUITY does not allow epentheses at morpheme boundaries. And second, as a full vowel, [ə] would have to be moraic, and as such be assigned a tone on surface, but speakers whistle only two tones, meaning that [ə] in the word təprət does not bear a tone for them. Thus, the answer is: a transitional schwa is not phonological. If it is non-syllabic and not a tone-bearing unit, therefore it is not an epenthetic vowel; it serves exclusively to release the stop in order to avoid an ill-formed contact between syllables. This explains why a transitional [ə] is shorter than a full schwa in a similar sequence. But voiceless stop + /r/ is not the only sequence to exhibit a transitional schwa; this effect is also observed in nasal + /r/ sequences, examined next.

4.5.2 Clusters II: nasal + C

In clusters formed by a nasal and another consonant, the sequence nasal + /r/ also exhibits a non-syllabic schwa, as in the case of voiceless stop + /r/. (56) and (57) illustrate combinations nasal + stop, voiceless or voiced; these are produced without influence of either consonant. (There are no examples available for the followings sequences: m-d, n-d, n-ʤ, η-ʤ.)
(56) Nasal + voiceless stop

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>t</th>
<th>ʧ</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>wa.yōm.pó</td>
<td>o.kōm.tá</td>
<td>o.tōm.ʧō.ʧó</td>
<td>akōm.kóm</td>
</tr>
<tr>
<td></td>
<td>‘object for squeezing manioc’</td>
<td>‘my nipple’</td>
<td>‘I saw the mix’</td>
<td>‘falling into the water’</td>
</tr>
<tr>
<td>n</td>
<td>na.pēn.pó</td>
<td>ʃin.tóm</td>
<td>tōn.ʧay</td>
<td>i.mēn.kó</td>
</tr>
<tr>
<td></td>
<td>‘centopede’</td>
<td>‘porridge mix’</td>
<td>‘his/her hips’</td>
<td>‘It’s true, real’</td>
</tr>
<tr>
<td>η</td>
<td>pōn.pó</td>
<td>ka.ʧōn.tot</td>
<td>tʃon.tʃon áp.ʔip</td>
<td>i.kōn.k nós</td>
</tr>
<tr>
<td></td>
<td>‘one long, flexible object’</td>
<td>‘broom’</td>
<td>‘a stick for pounding s.t.’</td>
<td>‘It’s tight.’</td>
</tr>
</tbody>
</table>

(57) Nasal + voiced stop

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>d</th>
<th>ʤ</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>i.e.ɾōm.bón</td>
<td>a.ʧēm.ʧēm</td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘It’s wide.’</td>
<td>‘to arrive’</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>dē.bōn.bón</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘to stumble’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>η</td>
<td>dē.ban.ban</td>
<td>dē.dōn.dón</td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘to crack’</td>
<td>‘to swim’</td>
<td></td>
</tr>
</tbody>
</table>

The waveforms below illustrate sequences nasal + stop. The waveform on the left contains the sequence η-p in the Mundurukú word pōŋ-pə ‘one finger’, and the waveform on the right shows a portion of the the word bōŋ-bi(ват) ‘bracelet’, illustrating the sequence sequence η-b.
Figure 4.17. Waveforms illustrating sequences nasal + stop. Words: pāmpə ‘one finger’ (on the left) and bōnpi(ćat) ‘bracelet’ (on the right). (JT)

The examples in (58) and (59) illustrate the sequences nasal + fricative and nasal + nasal respectively. There are no particular observations to be made about these sequences.

(58) Nasal + fricative

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>i.ɲɛm.ʂɔ</td>
</tr>
<tr>
<td></td>
<td>‘It smells a bit.’</td>
</tr>
<tr>
<td>n</td>
<td>tɔn.ʃa.ɓɔ</td>
</tr>
<tr>
<td></td>
<td>‘back of the knees’</td>
</tr>
<tr>
<td>η</td>
<td>i-ʧoŋ-sʊŋ</td>
</tr>
<tr>
<td></td>
<td>‘S/he’s fat.’</td>
</tr>
</tbody>
</table>

(59) Nasal + nasal

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>ʧoŋ.mɔ</td>
<td>i.i.nɔm.nɔm</td>
</tr>
<tr>
<td></td>
<td>‘will go (for sure)’</td>
<td>‘sewing s.t.’</td>
</tr>
<tr>
<td>n</td>
<td>i.mʊŋ.mʊŋ</td>
<td>ti.nɔn.nʊn</td>
</tr>
<tr>
<td></td>
<td>‘to tie s.t.’</td>
<td>‘water mixed with feces’</td>
</tr>
<tr>
<td>η</td>
<td>dɛn.ʊŋ.ʊŋ</td>
<td>ti.bi.nʊŋ.nʊŋ</td>
</tr>
<tr>
<td></td>
<td>‘to lean’</td>
<td>‘porridge mixed with s.t.’</td>
</tr>
</tbody>
</table>
But for sequences nasal + approximant, (60), one combination in particular deserves attention: the sequence nasal + /r/, examined in detail below.

(60) Nasal + approximant

<table>
<thead>
<tr>
<th></th>
<th>w</th>
<th>r</th>
<th>y</th>
<th>?</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>i.rèm.rôm</td>
<td>o.kôm.ʔá</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘It’s not so blue.’</td>
<td>‘my breast’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>ka.wèn.wèn tõn.rət</td>
<td>o.sèn.yóy kən.ʔí</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘talking’</td>
<td>‘Its feces are white’</td>
<td>‘I baked the meat.’</td>
<td>‘swallow’</td>
</tr>
<tr>
<td>η</td>
<td>daŋ.wí tiŋ.rət</td>
<td>nōŋ.ʔá</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>‘from’</td>
<td>‘The smoke is white.’</td>
<td>‘flea’</td>
<td></td>
</tr>
</tbody>
</table>

Like sequences stop + /r/, the sequence nasal + /r/ is also characterized by the presence of a transitional [ʔ], as shown in the waveforms in Figure 4.18 to Figure 4.20.

Figure 4.18. Waveform illustrating non-syllabic [ə] in nasal + /r/. Word: tiŋrə ‘The smoke is white.’ (AK)

Figure 4.19. Waveform illustrating non-syllabic [ə] in nasal + /r/. Word: tiŋrə ‘The smoke is white.’ (JT)
Figure 4.20. Waveform illustrating non-syllabic [ə] in nasal + /r/. Word: tômrât ‘The flour is white.’ (AK)

The sequence η-r in particular shows that a [ŋ] is in fact non-syllabic. Recall the nasal velar /ŋ/ is realized as a palatal [ŋ] syllable-initially, thus resyllabification would leave /ŋ/ in onset position, preceding [ŋ]. However, the nasal is still realized as [ŋ] in tiŋrät: [tǐŋ̥rät], not [tıŋ̥.rät]. Therefore [ŋ] does not form a syllable with the preceding stop, oral or nasal. An illustration of syllabification of sequences nasal + /r/ is given in the following tableau.

Tableau 4.16. Syllabification of sequences nasal + /r/.

<table>
<thead>
<tr>
<th>tiŋ-rät</th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>ONSET</th>
<th>ALIGN-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tiŋjrät</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. ŋ̥</td>
<td>tiŋjrät</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. tiŋsrät</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

4.5.3 Clusters III: approximant + C

There seems to be no coarticulatory effect in sequences approximant + C. The only observation concerns the cluster approximant + /ŋ/ in that the glottal is realized as a heavy type of creaky voicing, as already examined in Chapter 3.

The examples below illustrate all combinations. (61) illustrates the sequence approximant + voiceless stop; (62) the sequence approximant + voiced stop; (63) the sequence approximant + fricative; (64) the sequence approximant + nasal; and finally (65) illustrates the sequence approximant + approximant. Examples for the following sequences were not found in the corpus: w-k, w-ʤ, w-m, w-n, w-ŋ, and w-w.
(61) Approximant + voiceless stop

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>t</th>
<th>ʧ</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>da.pëw_pëw.da</td>
<td>kaw_tá</td>
<td>i.mø.ʧjaw</td>
<td>i.mø.ʧjaw</td>
</tr>
<tr>
<td>y</td>
<td>tay pó</td>
<td>póy.tó.bó</td>
<td>i.ŋøy.ʧŋ</td>
<td>ñe.køy.køy</td>
</tr>
</tbody>
</table>

‘humming-bird’ ‘salt’ ‘to bite s.t.’

‘penis’ ‘snake, sp.’ ‘S/he is quiet/sad.’ ‘to row’

(62) Approximant + voiced stops

<table>
<thead>
<tr>
<th></th>
<th>b</th>
<th>d</th>
<th>ʤ</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>ka.kaw_ba</td>
<td>ya.daw.daw</td>
<td>'cocoa fruit'</td>
</tr>
<tr>
<td>y</td>
<td>póy.bó</td>
<td>póy.dá</td>
<td>ʤe.kóy.ʤó.ʤóm</td>
</tr>
</tbody>
</table>

‘S/he’s scared.’

‘snake’ ‘cassava’ ‘to hear’

(63) Approximant + fricative

<table>
<thead>
<tr>
<th></th>
<th>s</th>
<th>ʃ</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>séw_sew</td>
<td>kaw.ʃi.ʔá.ʔa</td>
</tr>
<tr>
<td>y</td>
<td>ñe.say.sey</td>
<td>o.tay.ʃi</td>
</tr>
</tbody>
</table>

‘hawk, sp.’ ‘fish, sp.’

‘She has a dress’ ‘my wife’

(64) Approximant + nasal

<table>
<thead>
<tr>
<th></th>
<th>m</th>
<th>n</th>
<th>ŋ</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>i.móy.móy</td>
<td>nay_no.ʔá.bó</td>
<td>a.ŋøy.ŋøy</td>
</tr>
<tr>
<td>y</td>
<td>i.móy.móy</td>
<td>nay_no.ʔá.bó</td>
<td>a.ŋøy.ŋøy</td>
</tr>
</tbody>
</table>

‘to nail s.t.’ ‘fish,’ ‘to think/meditate’
I now turn to the one cluster that is phonologically prohibited: sequences /t/ + coronal.

### 4.5.4 Sequences coronal + coronal

While there seems to be no restrictions on clusters with distinctions in manner of articulation, in the place dimension not all clusters are tolerated; in particular, the sequence /t/ + coronal is prohibited. To explain the facts, assume the representations for coronals in (67) below, following the geometry proposed by McCarthy (1988), which treats [sonorant] and [consonantal] as articulator-free features, located at the root node and necessarily present in the representation of every segment (see Halle 1995).

(66) 

```
  [sonorant]
   [consonantal]
    Laryngeal [nasal] [continuant]
     Place
      Labial Coronal Dorsal
       [distr] [ant]
```

There are nine coronal consonants in the consonant inventory of the language: /t, d, ʧ, ʤ, s,ʃ, n, r, y/; these differ in terms of the following features: (i) [sonorant] distinguishes obstruents, [-son], from nasals and approximants [+son]; (ii) [continuant] distinguishes stops, [-cont], from fricatives, [+cont]; (iii) [nasal] distinguishes nasal from oral stops; (iv) [voice] distinguishes voiceless from voiced stops; and (v) [anterior] distinguishes alveolar, [+ant], from palatal segments, [-ant].
(67) Representations for coronals

(a) \( t \)  (b) \( d \)  (c) \( \text{ʧ} \)

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[-cont]} \quad \text{Lar} \quad \text{Place} \\
\text{Cor} \quad \text{[+ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[-cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[+ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[-cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[-ant]}
\end{array}
\]

(d) \( \text{ʤ} \)  (e) \( n \)  (f) \( s \)

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{Lar} \quad \text{Place} \\
\text{Cor} \quad \text{[-ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[-cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[+ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[-cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[-ant]}
\end{array}
\]

(g) \( \text{ʃ} \)  (h) \( r \)  (i) \( y \)

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[+cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[-ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[+cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[+ant]}
\end{array}
\]

\[
\begin{array}{c}
\text{[-son]} \\
\text{[+cons]} \\
\text{[+cont]} \quad \text{Place} \\
\text{Cor} \quad \text{[-ant]}
\end{array}
\]
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Combining coronals that may occur in coda position, /t, n, y/, with coronals that occur in onset position, there are 27 possibilities for sequences coronal + coronal. From these, only sequences /t/ + coronal are illicit; the others have no restriction, but there are two for which I have not found examples: n-d and n-ʤ.¹⁷

(68) Possibilities for sequences coronal-coronal

<table>
<thead>
<tr>
<th></th>
<th>t-t</th>
<th>*t-d</th>
<th>*t-tʃ</th>
<th>*t-ʤ</th>
<th>*t-s</th>
<th>*t-ʃ</th>
<th>*t-n</th>
<th>*t-r</th>
<th>*t-y</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-t</td>
<td>(?)n-d</td>
<td>n-ʃ</td>
<td>(?)n-ʤ</td>
<td>n-s</td>
<td>n-ʃ</td>
<td>n-n</td>
<td>n-r</td>
<td>n-y</td>
<td></td>
</tr>
<tr>
<td>y-t</td>
<td>y-d</td>
<td>y-ʃ</td>
<td>y-ʤ</td>
<td>y-s</td>
<td>y-ʃ</td>
<td>y-n</td>
<td>y-r</td>
<td>y-y</td>
<td></td>
</tr>
</tbody>
</table>

Well-formed coronal + coronal clusters are illustrated in (69) and (70). Despite the two gaps in the corpus (n-d, n-ʤ), I assume that clusters /n/ and /y/ + coronal are all licit in Mundurukú.

(69) Sequences /n/ + coronal

(a) n-t jin-tųm → jin.tôm
   pancake-flour
   ‘flour for pancake’

(b) n-d ?

(c) n-c t-ǝn-ʧay → tǝnʧay
   3-feces-hips
   ‘his/her hips’

(d) n-ʤ ?

¹⁷ Sequences of identical consonants were examined in §4.4.3 above, where I argued that they form geminates. In this case, the sequence t-t is licit as it functions as a geminate phonologically.
(e)  n-s  i-én-sak  →  i.én.sák
3-flesh-be.sour
‘The meat is sour.’

(f)  n-ʃ  tʃó-kó-nʃí  →  tʃó.kó.nʃí
  toucan-AUG
  ‘a big toucan’

(g)  n-r  t-ân-rət  →  tən.rət
3-feces-be.white
‘Its feces are white.’

(h)  n-y  o-sə-ēn-yoy  →  o.sə.ěn.yóy
  1Su-3-flesh-bake
  ‘I baked the meat.’

(b)  y-t  away-tō-tō-dá  →  a.way.tó.tō.dá
  cassava-purple-RED-CL
  ‘sweet potato, sp.’

(70)  Sequences /y/ + coronal

(a)  y-d  póy-dá  →  póy.dá
  ‘sweet manioc, sp.’

(b)  y-c  i-ŋɔy-ʧɔŋ  →  i.ŋɔy.ʧɔŋ
  3Su-thought?-be quiet
  ‘S/he is quiet, sad.’
(c) y-j i-mə-kāy-dʒom → i.mə.kāy.dʒom
3Ob-CAUS-?-see-IMPRF
‘to warn someone’

(d) y-s ʧe-sāy-sey → ʧe.sāy.sey
3.Poss-dress-RED.exist
‘She has a dress’

(e) y-ʃ i-tayʃi → i.tayʃi
3-wife
‘his wife’

(f) y-n wenɔ-y-nɔm → we.nɔy.nɔm
nut-CL-flour
‘nut flour’

(g) y-r y-a-roy-rey → ya.roy.rey
3Su-CL-RED.exist
‘It’s (e.g. ball) is round.’

Two coronals in sequence are illicit if the first is /t/. This sequence is repaired with deletion of the alveolar stop.

(71) Ill-formed coronal + coronal sequences

(a) t-d wɔy-dot_dot → wɔy.do_dot
1pl.incl-be.painted-RED
‘We’re painted.’

(b) t-ʃ’ i-mə-tʃɔat-tʃɔat-m → i.mə.tʃɔ.á_tʃɔ.án
3-CAUS-look-RED-IMPRF
‘to make s.o. look’
Coronals have been long argued to have certain properties that other consonants do not have (Paradis and Prunet 1991). Within the markedness theory as proposed by Kean (1975), /t/ is universally unmarked and coronal is the least marked articulation. Many subsequent works support this observation. Kiparsky (1985), for example, emphasized the tendency of coronals to undergo processes of assimilation, to which consonants with other places resist (see also Avery and Rice 1988a-b). Further evidence comes from consonantal harmony which mostly involves coronals (Shaw 1991). Coronals are also special because they exhibit more contrasts of place and manner of articulation than do other consonants (Keating 1991), and are frequently free to occur in
positions in the syllable where other consonants are disallowed (Yip 1991). Because of this, some linguists have assumed that coronals lack Place features (e.g. Avery and Rice 1988a-b; Shaw 1991; Yip 1989, 1991; Rice 1992), or even that they have their own sonority value in the sonority hierarchy (Steriade 1982; Selkirk 1984).

The restriction on coronal clusters in Mundurukú poses a problem for the view that coronal segments are unspecified for place features. Part of the problem is that the phonology restricts cooccurrence of coronals by disallowing the universally unmarked consonant /t/ to be in sequence with another coronal. On the other hand, the process corroborates general observations about the special behavior of coronals, since there is a clear distinction between coronals and non-coronals in the language.

The proposal formulated here accounts for the special behavior of coronals, arguing that deletion results from the interaction of two major principles in phonological theory, the Obligatory Contour Principle (OCP) and the Sonority Sequencing Principle (SSP).

The idea that speech sounds are organized according to their inherent sonority is not new (see Clements 1990 for a good overview). Sonority has played a fundamental role in determining well-formed syllable divisions. An optimal syllable is typically characterized by a string of sounds whose degree of sonority increases towards its peak (e.g. Vennemann 1988). Vowels are the best candidates for these peaks since they possess the highest degree of sonority; consonants vary: liquids are more sonorous than nasals, and these more sonorous than obstruents. In the sonority scale proposed in (72), I follow Clements (1990) in assuming that there is no further division so that coronals and other obstruents are treated alike in terms of relative sonority.

(72)  Sonority hierarchy: Vowel > Glide > Liquid > Nasal > Obstruent

One of the ideas defended here is that the phonology of Mundurukú organizes segments based primarily on the feature [sonorant]. Many phonological processes affecting segments refer to this feature. One of them is examined here; another case was presented in §4.4.2 with the discussion of word-initial /r/; and Chapter 6 provides a further piece of evidence from nasal harmony.

The hierarchy of Mundurukú segments proposed here groups together vowels, glides, liquids, and nasals under the group of [+sonorant] segments; and stops and fricatives under the group of [-sonorant]. And still in conformity with the behavior of segments in the language, it is important to distinguish vowels and approximants, [+continuant], from obstruents, [-continuant].
Faithfulness to [+sonorant] dominates faithfulness to [-sonorant], because in many phonological processes to be examined here, [+sonorant] wins over [-sonorant]; and as we will below, these are dominated by faithfulness to [+continuant]. Faithfulness constraints are defined in (73).

(73)  (a)  \textit{MAX[+cont]}
\begin{quote}
Input [+continuant] segments have output correspondents.
\end{quote}

(b)  \textit{MAX[+son]}
\begin{quote}
Input [+sonorant] segments have output correspondents
\end{quote}

(c)  \textit{MAX[-son]}
\begin{quote}
Input [-sonorant] segments have output correspondents.
\end{quote}

(d)  Ranking:  \text{MAX[+cont]} >> \text{MAX[+son]} >> \text{MAX[-son]}

Because the clusters we will be looking at are repaired by deleting one of consonants, we want to avoid another strategy such as changes in Place specifications.\textsuperscript{18} The constraint that guarantees this, and which is also important for a process examined in §4.6, is \textit{MAXPATHPLACE}.

(74)  \text{MAXPATH-PLACE} (Shorthand: \textit{MAXP-PL})
\begin{quote}
Any input path between Place specifications and an anchor must have a correspondent path in the output.
\end{quote}

Furthermore, it is assumed that the special behavior of coronals can be accounted for without invoking the underspecification of place features, following Smolensky (1993). Restrictions on the coronal place are independently motivated by another constraint in the grammar. I suggest an OCP constraint prohibiting any sequences of coronal plus coronal (see Shaw 1976-1980).

(75)  \textit{*COR-COR} – A sequence coronal-coronal is prohibited.

\textit{*COR-COR} and \textit{MAXPATHPLACE} join the ranking to determine what coronal + coronal sequences are licit or illicit. The ranking is as in (76).

\textsuperscript{18} Epenthesis is also banned because it violates either M- or W-CONTIGUITY constraints, which are highly ranked in the language. Thus I will not refer to candidates with epenthetic segments in the tableaux.
(76)  *COMPLEX >> MAX[+cont] >> ONSET >> ALIGN-R >> MAX[+son] >> MAXP-PL >>  
*COR-COR >> MAX-IO >> MAX[-son]

An example of the ranking in sequences coronal + coronal is given in Tableau 4.17. The sequential prohibition on coronals does not hold of clusters such as nasal + coronal, indicating that MAX[+son] dominates *COR-COR to avoid deletion of a nasal coda. *COR-COR is dominated by ALIGN-R because, as in the case of candidate (d), alignment is crucial in deciding which coronal can be onset, and this cannot be a morpheme-final consonant. Dissimilation of /t/ to [k] passes *CORCOR but fatally violates MAXP-PL.

Tableau 4.17. Well-formed clusters: [+sonorant]-[-sonorant]. Word: ſiŋtōm ‘flour for pancake’

<table>
<thead>
<tr>
<th>ſin-tōm</th>
<th>MAX [+cont]</th>
<th>ONSET</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PL</th>
<th>*CORCOR</th>
<th>MAX-IO</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ɐ</td>
<td>ſiŋ.ʃtōm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| b. ſiŋ.tōm | | | | *! | | | *
| c. ſiŋ.ʃōm | | *! | | | | | *
| d. ſiŋ.ʃtōm | | *! | | | | | *
| e. ſiŋ.ʃkōm | | | | | *! | | *

The next tableau illustrates two [+sonorant] coronals. Any attempt to delete one of them is ruled out by the faithfulness constraint preserving this feature.

Tableau 4.18. Well-formed clusters: [+sonorant]-[+sonorant]. Word: ſān-rət ‘Its feces are white.’

<table>
<thead>
<tr>
<th>ſān-rət</th>
<th>MAX [+cont]</th>
<th>ONSET</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PL</th>
<th>*CORCOR</th>
<th>MAX-IO</th>
</tr>
</thead>
</table>
| a. ɐ | ſān.ʃrət | | | | | | *
| b. ſā.ʃrət | | | *! | | | | *
| c. ſā.ʃnət | *! | | | * | * | | *

This ranking predicts that whichever [+sonorant] segment forms a cluster with another coronal, it should not be affected by *COR-COR. The following tableau shows a case in which a coronal + coronal sequence emerges in a prefix-root combination.
Tableau 4.19. [+sonorant]-[+sonorant]. Word: \textit{wəy-rət} ‘We (incl.) are white.’

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textit{wəy-rət} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
a. \textit{wəy}\textsubscript{rət} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
b. \textit{wəy}\textsubscript{rət} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
c. \textit{wəy}\textsubscript{rət} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
\end{tabular}
\end{table}

This ranking holds absolutely of /t/ + coronal sequences, as show in Tableau 4.20. Because neither /t/ nor /s/ are sonorants, \text{MAX}[+son] is irrelevant for this cluster; yet it does not pass the OCP constraint, shown by the failure of candidate (b), therefore the morpheme-final stop is deleted. This decision is made by \text{ALIGN-R} which protects a morpheme-final consonant, as in candidate (c).

Tableau 4.20. Ill-formed clusters: \text{*t-s. Word: \textit{sətət} ‘monkey, sp.’}

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textit{sət-RED} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
a. \textit{sət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
b. \textit{sət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
c. \textit{sət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
d. \textit{sək}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
\end{tabular}
\end{table}

Another ill-formed cluster is illustrated in Tableau 4.21, this time with a [+sonorant].

Tableau 4.21. Ill-formed clusters: \text{*t-r. Word: \textit{-rə-rət} ‘be white’}

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textit{rət-RED} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
a. \textit{rət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
b. \textit{rət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
c. \textit{rət}\textsubscript{t} & \text{MAX} & \text{ONSET} & \text{ALIGN-R} & \text{MAX} & \text{MAXP-PL} & \text*{COR-COR} & \text{MAX-IO} \\
\hline
\end{tabular}
\end{table}

To conclude this section, one additional observation is important here. If we compare the relevance of the low-ranked constraints for the grammar, \text{MAX-IO} in particular, we see that it is
still decisive in picking the optimal candidate. To illustrate the point, consider again the word *kasopta* ‘star’ which was introduced in the beginning of this chapter (§4.2). Candidate (b) is as optimal as the winner (a), until it is evaluated by MAX-IO, which preserves input segments.

Tableau 4.22. Syllabification of the word *kasopta* ‘star’.

<table>
<thead>
<tr>
<th></th>
<th>*COMP</th>
<th>W-CONT</th>
<th>ONS</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PL</th>
<th>*COR</th>
<th>MAX-IO</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ka.[sop.]tá]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e.</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the following section I present further evidence that faithfulness to input segments conforms to the sonority scale. Vowels and glides are higher than nasals, and these higher than obstruents.

### 4.6 The imperfective *-m*

The imperfective aspect marker is the labial nasal consonant *{-m}*, which surfaces as /m/ after morpheme-final vowels, (77), and is deleted after glides, (78), and nasals, (79).

19 There is also the instrumental marker *{-m}* in *kisé-*‘with a knife’, that shows the same pattern.
(78) \{-m\} following glides
(a) \wáy + m \rightarrow \wáy \quad \text{‘to laugh’}
\wáy + m \rightarrow \wóy \quad \text{‘to shoot with an arrow’}
(b) tabidaw + m \rightarrow tabidaw \quad \text{‘to get lost’}
pów + m \rightarrow pów \quad \text{‘to blow’}

(79) \{-m\} following nasals
(a) óm + m \rightarrow óm \quad \text{‘to enter’}
\ǎğéém + m \rightarrow \ǎğéém \quad \text{‘to arrive’}
(b) kón + m \rightarrow kón \quad \text{‘to eat’ (Intr)}
nápóon + m \rightarrow nápóon \quad \text{‘to flee, run away’}
(c) mōŋ + m \rightarrow mōŋ \quad \text{‘to put something down’}
ʔōŋ + m \rightarrow ʔōŋ \quad \text{‘to sweep’}

In contrast, after a morpheme-final stop the imperfective fuses with the stop, surfacing with the place of articulation of the stop and nasality of the nasal.

(80) Segment fusion
(a) kop + m \rightarrow kom \quad \text{‘to go down’}
kap + m \rightarrow kam \quad \text{‘to go through, pass’}
(b) dakašt + m \rightarrow dakaŋ \quad \text{‘to cut’}
kōt + m \rightarrow kón \quad \text{‘to dig’}
(c) kápǐk + m \rightarrow kápǐŋ \quad \text{‘to work’}
\ǎğōk + m \rightarrow \ǎğōŋ \quad \text{‘to bathe’}
There is a caveat here: the imperfective {-m} must be realized on the surface, but succeeds only if there is a coda position available for it, or the root-final consonant is less sonorous than /m/. In competing with a segment of equal or higher sonority, the affix loses and is deleted. The process shows a root-affix asymmetry, where the realization of the suffix is determined by the degree of sonority of a root-final segment.

(81)

<table>
<thead>
<tr>
<th>Root-final segment</th>
<th>{-m}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vowel</td>
<td>realized as coda</td>
</tr>
<tr>
<td>Glide</td>
<td>not realized</td>
</tr>
<tr>
<td>Nasal</td>
<td>not realized</td>
</tr>
<tr>
<td>Stop</td>
<td>realized via fusion with stop</td>
</tr>
</tbody>
</table>

Fusion is schematically represented in (82). This process associates the Place node of a segment with another segment, and deletes the stricture features of the first, [+cons], [-son], and [-cont].

(82)

Fusion in Mundurukú

\[
\begin{array}{c}
[+\text{consonantal}] \\
[-\text{sonorant}] \\
[-\text{cont}] \\
\text{Place}
\end{array}
\quad
\begin{array}{c}
[+\text{sonorant}] \\
[+\text{nasal}] [-\text{cont}] \\
\text{Place}
\end{array}
\]

Clearly, fusion violates MAX[-son] and other faithfulness constraints such as MAXPATH-PLACE, discussed earlier. It is also evident that fused forms deviate from their inputs, but can this be characterized as MAX-IO violation?

I follow Kager (1999) in assuming that fusion does not violate MAX-IO, based on the fact that it does not involve the deletion of segments. Kager explains that fusion is “a ‘split’ correspondence between a pair of input segments and a single output segment.” (p.62) In deletion, the input lacks an output correspondent.20

20 Fusion violates LINEARITY, but this constraint is not discussed here. We can assume that it is ranked low so as to not interfere with highly ranked constraints.
To account for the facts, I propose the following representations for glides, nasals and stops.

(84) Representations for glides, nasals and stops.

(a) Glides  
[+sonorant]  
[-consonantal]  

(b) Nasals  
[+sonorant]  
[-consonantal]  
[-nas]  
[-cont]  

(c) Stops  
[-sonorant]  
[-consonantal]  

Given the sonority scale Glide >> Liquid >> Nasal >> Obstruent, the generalization is that the imperfective is deleted in favor a root-final glide, [+continuant], or nasal, [+sonorant], and combines with a root-final stop, [-sonorant]. This is predicted by the ranking MAX[+cont] >> MAX[+son] >> MAXPATH-PLACE >> MAX[-son] as proposed earlier. It is also necessary to prevent the realization of the imperfective as nasalization in a vowel. This effect can be obtained via MAXPATH[nasal], following Pulleyblank (1996). (The interaction of DEPPath[nasal] with MAXPATH[nasal] is discussed in the analysis of nasal harmony in Chapter 6.)

(85) MAXPath[nasal]

Any input path between [+nasal] and an anchor must have a correspondent path in the output.
Tableau 4.23. The imperfective {-m} after vowels. Word: ṭō-m ‘to eat’ (Trans.)

<table>
<thead>
<tr>
<th>ṭō-m</th>
<th>*COMPLEX</th>
<th>MAXPATH</th>
<th>ALIGN-R</th>
<th>MAX</th>
<th>MAXP-PLACE</th>
<th>MAX-IO</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ṭō</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ṭō</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Now compare the six candidates in Tableau 4.24. Candidate (e) is fully faithful to the input but is excluded by *COMPLEX. Candidates (c) and (d) fail MAX[+cont]; (d) fails because fusion of /m/ with /y/ yields in loss of the feature [+cont] of /y/. Candidate (b) retains the feature [+nas] of the imperfective but is banned because MAXPATH[nas] does not allow [+nas] to be associated with an anchor other than the one determined underlyingly.

Tableau 4.24. Combination glide + m; word: wày ‘laugh’.

<table>
<thead>
<tr>
<th>way-m</th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>MAX [+cont]</th>
<th>MAXPATH [nas]</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. wày</td>
<td>*</td>
<td></td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. wa</td>
<td>m]</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. wày</td>
<td>m]</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. wàp]</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>e. wày</td>
<td>m]</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>f. wà.yam]</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

An illustration of the combination nasal + -m is given next. Again, *COMPLEX rules out both nasals as a tautosyllabic cluster in the output, candidate (b), and ALIGN-R favors nápōn over nápōm.
Tableau 4.25. Combination nasal + -m; word: nápón ‘to flee, run away’.

<table>
<thead>
<tr>
<th>napón-m</th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>MAX [+cont]</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. nápón</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. nápónm</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. nápónm</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d. nápowm</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

The fusion of {-m} with a root-final stop is straightforward. As an example, consider the input takgt-m → takgn ‘to cut’ in Tableau 4.26. This ranking shows that it is better to have a split (fused) output than to have only one of the consonants.

Tableau 4.26. Combination of stop+m. Word takgt-m ‘to cut’.

<table>
<thead>
<tr>
<th>takgt-m</th>
<th>*COMPLEX</th>
<th>W-CONTIG</th>
<th>MAXPATH [nas]</th>
<th>ALIGN-R</th>
<th>MAX [+son]</th>
<th>MAXP-PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. takn</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. takjm</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. takj</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d. takāt</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>e. takjm</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>f. takjem</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

4.7 Conclusion

All the facts examined in this chapter can be generated by the general ranking schematically represented in (86). The lines indicate crucial dominance; constraints in the same row are coranked, meaning that there is no evidence so far to ranking them relative to each other. At the bottom of the ranking we find marginal constraints such as MAX[-son] and NoCODA. Their presence or absence in the ranking makes no difference for the selection of optimal outputs.
Many of the constraints introduced in this chapter are important for other phonological processes, and will be shown as needed in the following chapters.
CHAPTER 5

Phonotactics: Synchrony and Diachrony

5.1 Introduction

Restrictions on the distribution of consonants and vowels are often assigned to synchronic grammars. In this chapter I address the importance of historical information in explaining the nature of phonotactic restrictions. In particular, I pursue the idea that these restrictions accompany the evolution of languages, emerging and changing as the language evolves. This hypothesis finds support in the development of Mundurukú consonants and their phonotactics. The majority of phonotactic patterns observed in the language is accidental, rooted in the various sound changes that took place in the language. These changes left gaps that need not be synchronically motivated, either phonetically or phonologically.

Following Kiparsky (1982), sound change involves (i) innovation – new patterns that come into being, either through borrowings or through changes on one part of the system and which have an effect on others; and (ii) restructuring – the difference between a grammar being acquired by a child and the grammar of those whose grammar is already constructed. It is “the resulting revision in the phonological representations.” (p. 3) I hope to show that restructuring takes place in different ways. For example, §5.4 deals with a case of reanalysis of a gap. The language acquired a phonotactic restriction on a sequence /d/ + nasal vowel (*dʊ) as a result of a secondary split caused by a change in nasal harmony. This change affected not only the phonemic inventory but also grammatical structures because of the conflict with consonant mutation (Chapter 7). This conflict resulted in the reanalysis of *dʊ as a language-specific constraint, with a major role in the phonology of the language.

There are also cases of gaps that are repaired later in the grammar. One of these is a gap on the distribution of /ʤ/ (§5.6). This consonant was born in the language with two significant gaps: it did not occur word-initially or before a high front vowel /i/. The first gap has already been repaired by novel forms borrowed from Portuguese, but the second remains.

Conversely, there are gaps that emerge in the history of a segment with a previous regular distribution. This is illustrated by the history of /ʧ/ (§5.6.) and /s/ (§5.7), which synchronically do not occur before a high vowel /i/, a combination that was once possible in the language.
The focal point of the historical analysis is to show that most restrictions on the distribution of segments are not systematic, in the sense that the language does not really prohibit these combinations. Rather, they are accidental gaps caused by sound changes. The distinction between systematic and accidental gaps is established here based, though not strictly, on the presence versus absence of alternations. Forms for which there is no evident variation, but are somehow absent or restricted, are likely to be accidental, and may be rooted in diachronic changes.

5.2 The synchronic patterns

This section is devoted to the set of restrictions on the distribution of consonants and vowels, as manifested synchronically. I hope to show that a purely synchronic analysis of these patterns is not satisfactory, and would require a set of language specific statements that obscure and neglect their diachronic nature. Then I proceed to examining these patterns from a diachronic perspective to show that they result from a series of sound changes, and are better understood this way.

To identify the restrictions on possible combinations of consonants and vowels, a total of 1252 occurrences of consonants were counted in CV(C) syllables, with one instance per variant of each morpheme. For example, morphemes that participate in consonant mutation (see §5.6 and Chapter 7) have voiceless (e.g. ʧé ‘to go’, -pa ‘arm’) and voiced (e.g. ʤé, -ba) variants; for these, two entries were counted for each consonant: one for /ʧ/, p/, and another for /ʤ/, b/. Those that do not vary were counted only once. For example, the two words ʧkà ‘house’ and wita ‘rock’ contain the same morpheme -à ‘round object’; in this case, only one occurrence of /ʔ/ preceding /a/ was counted. Also, reduplicative morphemes were not included, with the exception of /h/ because it mostly occurs in reduplication, as we saw in chapters 3 and 4. Thus the reduplicative morpheme was considered for the distribution of /h/ in ʧe-ʔhè (from ʧe ‘to go up’), but excluded for the distribution of /w/ in ʧe-wày-wày ‘to laugh’; this form was counted as having only one occurrence of /w/ before /a/. Another case of reduplication included was reduplication with a fixed vowel, as the fixed vowel /e/ examined in Chapter 4. For example, the reduplicative morpheme -è in wita ‘There are rocks’ was considered for the distribution of /ʔ/ before /e/.
Table 5.1 gives the relative frequency of consonants in onset position in all CV(C) syllables counted. The last two columns show occurrences before nasal (v) and creaky (y) vowels, which are already included in the total of 1252. The numbers in brackets are explained below.

Table 5.1. Relative frequency of Mundurukú consonants in CV(C) syllables.

<table>
<thead>
<tr>
<th></th>
<th>_i</th>
<th>_e</th>
<th>_ə</th>
<th>_a</th>
<th>_o</th>
<th>Total</th>
<th>_v</th>
<th>_y</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>27</td>
<td>12</td>
<td>33</td>
<td>33</td>
<td>23</td>
<td>128</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>b</td>
<td>30</td>
<td>14</td>
<td>20</td>
<td>16</td>
<td>13</td>
<td>93</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>t</td>
<td>15</td>
<td>7</td>
<td>11</td>
<td>46</td>
<td>30</td>
<td>109</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>d</td>
<td>25</td>
<td>12</td>
<td>6</td>
<td>50</td>
<td>21</td>
<td>114</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>k</td>
<td>12</td>
<td>6</td>
<td>20</td>
<td>4</td>
<td>50</td>
<td>74</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>ñ</td>
<td>(1)</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>15</td>
<td>45</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>ñ̃</td>
<td>(1)</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>22</td>
<td>47</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>s</td>
<td>(1)</td>
<td>11</td>
<td>35</td>
<td>12</td>
<td>13</td>
<td>72</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>ñ̃</td>
<td>(1)</td>
<td>37</td>
<td>17</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>64</td>
<td>7</td>
</tr>
<tr>
<td>m</td>
<td>(1)</td>
<td>2</td>
<td>27</td>
<td>6</td>
<td>5</td>
<td>41</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>n</td>
<td>0</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>30</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>ñ [n]</td>
<td>0</td>
<td>15</td>
<td>10</td>
<td>7</td>
<td>9</td>
<td>41</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>w</td>
<td>16</td>
<td>21</td>
<td>14</td>
<td>46</td>
<td>0</td>
<td>97</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>y</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>11</td>
<td>23</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>r</td>
<td>14</td>
<td>40</td>
<td>22</td>
<td>3</td>
<td>31</td>
<td>133</td>
<td>22</td>
<td>9</td>
</tr>
<tr>
<td>h</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>12</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>?</td>
<td>14</td>
<td>8</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>56</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>197</td>
<td>199</td>
<td>238</td>
<td>334</td>
<td>284</td>
<td>1252</td>
<td>163</td>
<td>117</td>
</tr>
</tbody>
</table>

Based on these distributions, the following phonotactic restrictions can be stated.

(1) Phonotactic restrictions

(a) /w/ does not cooccur with /o/: *wo/*ow
(b) /y/ does not cooccur with /i/: *yi/*iy
(c) /ʔ/ does not cooccur with a creaky vowel: *ʔy
(d) /d/ does not occur before nasalized vowels: *dɨ

(e) /ʃ/ does not occur before /ə/: *ʃə

(f) /f, ʃ/ do not occur before /i/: *fi, ʃi. An exception to this is the alternating morpheme ʃf ʃi ʃf ʃa ‘many, much, very’.

(g) /s/ does not occur before /i/: *si. An exception to *si is pasɨa ‘to go for a walk’, from Portuguese passear. There is also basɨa ‘metal basin’, also from Portuguese bacia. This word seems to be mostly used by those living in the city, and may not be familiar to most speakers, unlike pasɨa ‘to go for a walk’ which also appears in Crofts (1986).

(h) /m, n, ɲ/ do not occur before /i/: *mi, *ni, *ɲi [ni]. /mi/ occurs in kamiSa ‘shirt’, from Portuguese camisa.

In addition to the restrictions in (1), there are also restrictions on word-initial and coda consonants, as seen in Chapter 4. Recall from Chapter 4 that /r, h/ occur word-initially only under specific conditions; and in coda position only the voiceless stops /p, t, k/, nasals /m, n, ɲ, and glides /w, y/ occur. The restrictions *wo, *yi and *?y can be attributed to the Obligatory Contour Principle (OCP). (*wo and *yi were already examined in Chapter 4.) The prohibition *ʃə can also be synchronically motivated as a language-specific requirement (see §5.8 for details). But excluding these that are systematic, and for which we can find synchronic motivation from alternations, the rest is better understood from a historical point of view.

First of all, what is striking about the phonotactic restrictions in Mundurukú is the number of consonants that cannot form a syllable with the high front vowel /i/. Similarly, a prohibition such as *dɨ does not appear to have any phonetic or phonological motivation. The language has two voiced stops, /b/ and /d/, and the affricate /dʒ/, but only the alveolar stop is incompatible with a nasalized vowel.

However, as we examine the history of these restrictions, we come to the conclusion that they result from a series of sound changes. In fact, sequences such as dɨ, fɨ, ʃi, si, mi, ni and ɲi [ni] would have been synchronically possible if the language did not change at earlier periods. This chapter is intended to provide a principled account of these, and show that motivations for them can only be found historically. At the same time, it is argued that while a restriction such as
*dī must be regarded as a real constraint in the language (§5.4), *ʧi, *ʤi, *ŋi (§5.6), *ni (§5.5), and *si (*§5.7) are merely accidental gaps.

5.3 The development of Mundurukú consonants and phonotactics

5.3.1 Background

The reconstruction of Proto-Mundurukú consonants proposed in this chapter is by means of the Comparative Method, the method that has been most extensively used in historical studies of languages. The primary goal is to demonstrate that the synchronic patterns of Mundurukú directly reflects its history.

As introduced in Chapter 1, this study deals with two levels of reconstruction, schematized in (2) – one at the level of family (Proto-Mundurukú), which compares Mundurukú and its sister language Kuruaya (Comparative Reconstruction), and another language-internally, Pre-Mundurukú (Pre-Mu), which refers to an earlier stage of Mundurukú only (Internal Reconstruction). In some cases a hypothesis must refer to the stage before Proto-Mundurukú, Pre-Proto-Mundurukú (Pre-PMu).

(2) ***Pre-Proto-Mundurukú
   **Proto-Mundurukú (Comparative Reconstruction)
      *Pre-Mundurukú (Internal Reconstruction)
         Kuruya
         Mundurukú

Mundurukú and Kuruaya are the only languages of the Mundurukú family (Rodrigues 1964, 1970, 1986). Unlike Mundurukú, Kuruaya is nearly extinct; there are only five aged speakers (Costa 1998; Rodrigues 1999), all of whom in their 80’s and up. Previous works on Kuruaya were limited to word lists (Snethlage 1910; Nimuendajú 1930) and a preliminary description of its phonology (Costa 1998), with which I disagree on a number of points (see Picanço 2003c). Unless otherwise cited, Kuruaya data is from my own fieldwork, collected in two field trips (2002 and 2004) to Altamira, Pará, Brazil, where I worked with two speakers: Mrs. Maria
Curuaia (82 years old) and Mr. Paulo Curuaia (89 years old). The data on Kuruaya used in this study consists of a word list with approximately 400 lexical items.

The Kuruaya phonemic inventory consists of seventeen consonants (Picanço 2003c; cf. Costa 1998), shown in (3)a, and six oral vowels, with four nasal counterparts, (3)b.

(3) Kuruaya phonemic inventory (Picanço 2003)
(a) Consonants

<table>
<thead>
<tr>
<th>Lab</th>
<th>Alv</th>
<th>Pal</th>
<th>Velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>p</td>
<td>t</td>
<td>ŋ</td>
<td>k</td>
</tr>
<tr>
<td>Nasal</td>
<td>b</td>
<td>d</td>
<td></td>
<td>η</td>
</tr>
<tr>
<td>Fricative</td>
<td>s</td>
<td>ʃ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral</td>
<td></td>
<td>l</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>w</td>
<td>r</td>
<td>y</td>
<td>?, h</td>
</tr>
</tbody>
</table>

(b) Vowels

<table>
<thead>
<tr>
<th>Oral</th>
<th>Nasal</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>ɨ</td>
</tr>
<tr>
<td>o</td>
<td>ɔ</td>
</tr>
<tr>
<td>e</td>
<td>ē</td>
</tr>
<tr>
<td>a</td>
<td>̄a</td>
</tr>
</tbody>
</table>

As noted by Picanço (2003c), Kuruaya /l/ varies phonetically between an interdental voiced fricative [ɬ] and a plain lateral [l]. The voiced stop /d/ is produced further back, and is mostly realized as a retroflex [d], except before /i/ where it is a plain palatal affricate [ʥ]. The contrast /b/-/m/ is observed only before oral vowels; there is neutralization to [m] in nasalised contexts. Likewise, /d/ and /n/ are neutralized to [n] in nasalised contexts; they are classified here as independent phonemes, but at this point of the investigation I cannot present strong evidence that they contrast in oral contexts. Like /d/, /n/ also has a palatal allophone [ŋ] before /i/. In nasal contexts, /b, d, l, w, y, r, ?, h/ have nasal allophones: [m, n, ɬ, ŋ, ɤ, ɨ, ɾ, ɨ, ̃].

---

1 The nasal allophone of /l/ is mostly realized as [ɬ], but its realization as [ɬ] or even [ŋ] is also attested.
Other details about the phonology of Kuruaya will be discussed as necessary.

5.3.2 Previous comparative studies on Tupi languages

The reconstruction of Proto-Mundurukú and Pre-Mundurukú developed in this dissertation is the first proposed for the Mundurukú family. A considerable number of historico-comparative studies have been proposed for the Tupi-Guarani family (e.g. Rodrigues 1958a-b, 1985; Lemle 1971; Jensen 1989, 1990, 1998; Dietrich 1990; Mello 1992, 2000; Schleicher 1998; Rodrigues and Cabral 2002; Gildea 2002); and there are a few available for other Tupi families: Gabas Jr. (1991) compares the person-marking systems of Ramarama and Mondé; Moore and Galúcio (1993) propose a reconstruction of Proto-Tupari consonants and vowels; Moore (1994) deals with some syntactic aspects common to several Tupi languages; Storto and Baldi (1994) deal with vowel shift in Karitiana; and Picanço (2003b, 2005b) compares nasal harmony in Mundurukú and Kuruaya. (See also Rodrigues and Fargetti 2005 on the Juruna family, and Moore, Macedo and Lacerda 2005 on the Mondé family.) Other studies have compared languages from different families to show their genetic relationship (e.g. Rodrigues and Dietrich 1997; Rodrigues 1980; Drude and Meira 2005). As for Proto-Tupi, Rodrigues (1995) proposes a preliminary reconstruction of its phonemic inventory.

The historical analysis offered here for the Mundurukú family is innovative in two respects. It is the first reconstruction proposed for a Tupi family that includes a detailed step-by-step analysis of the changes, and it is the first to reconstruct phonological processes such as nasal harmony (Picanço 2005b; also §5.4 and especially Chapter 6), and voicing alternation (§5.6 and especially Chapter 7). This study is not intended to provide a reconstruction of the full phonemic inventory of Proto-Mundurukú; the focus will be on the facts that are crucial for explaining particular synchronic patterns.

5.4 Secondary split: the origin of *dť

The sound change which accounts for the restriction *dť in Mundurukú is exemplified by the correspondence sets d/l word-initially, in Table 5.2, and word-medially, in Table 5.3; and n/l which appears below in the tables 5.4, word-initially, and 5.5 word-medially. In Kuruaya [I] and [Ī] are allophones of the same phoneme /l/, which correspond systematically to the Mundurukú phonemes /d/ and /n/ respectively. The oral-nasal difference of the context is crucial.
First consider the correspondence in oral environments, word-initially and word-medially.

Table 5.2. Correspondence set I: d/l word-initially.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>dôa</td>
<td>loa</td>
<td>spider</td>
</tr>
<tr>
<td>dárók</td>
<td>láik</td>
<td>bow</td>
</tr>
<tr>
<td>daçé</td>
<td>lade(?)</td>
<td>rodent, sp.</td>
</tr>
<tr>
<td>daydó</td>
<td>laylɔ(?)</td>
<td>armadillo</td>
</tr>
<tr>
<td>dekó</td>
<td>lékɔ</td>
<td>coatá monkey</td>
</tr>
<tr>
<td>dokoą</td>
<td>lókoa(?)</td>
<td>ant, sp.</td>
</tr>
<tr>
<td>daʃá</td>
<td>láʃa</td>
<td>fire, firewood</td>
</tr>
<tr>
<td>dat</td>
<td>lat</td>
<td>scorpion</td>
</tr>
<tr>
<td>daʔi</td>
<td>laʔi</td>
<td>to dance</td>
</tr>
</tbody>
</table>

Table 5.3. Correspondence set I: d/l word-medially.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ipáda</td>
<td>sipala</td>
<td>red macaw</td>
</tr>
<tr>
<td>akadap</td>
<td>ak álap</td>
<td>cocoa, sp.</td>
</tr>
<tr>
<td>mɔdí</td>
<td>máli</td>
<td>rodent, sp.</td>
</tr>
<tr>
<td>daydó</td>
<td>laylɔ(?)</td>
<td>armadillo</td>
</tr>
<tr>
<td>odop</td>
<td>òlɔp</td>
<td>my arrow</td>
</tr>
<tr>
<td>edóti</td>
<td>éloti</td>
<td>your vestments</td>
</tr>
<tr>
<td>odaó</td>
<td>oláo</td>
<td>my leg, bone</td>
</tr>
<tr>
<td>odɔdít</td>
<td>ódolit</td>
<td>my uncle</td>
</tr>
<tr>
<td>kawidáda</td>
<td>wílala</td>
<td>clay (Mu), sand (Ku)</td>
</tr>
<tr>
<td>tádoʔa</td>
<td>tálɔʔa</td>
<td>uxi (fruit, sp.)</td>
</tr>
</tbody>
</table>

Now consider the correspondence set n/l, which is found in nasal contexts, both word-initially and word-medially. Where Mundurukú has the phoneme /n/, or a dialectal variation
between /n/ and /d/ (see §5.4.2 on this dialectal variation), Kuruaya has the nasalized allophone of /l/, [ nẫ]. Unlike the correspondence set d/l, the set n/l̃ is not completely regular. A gap exists in the context of a high front vowel [i] so that it does not include cases of the sequences ni/ẫ. The reason is that not only Mundurukú lacks ni, but the corresponding sequence in this set is also missing in Kuruaya. This gap explains another restriction in Mundurukú, *ni, caused by an independent development that took place in the context /_i/ and preceded the changes examined here. This will be examined later in §5.5.

Table 5.4. Correspondence set II: n/l word-initially.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>nobâñõ</td>
<td>[nobânõ]</td>
<td>rifle, gun</td>
</tr>
<tr>
<td>nōŋʔá</td>
<td>[nōŋʔá]</td>
<td>flea</td>
</tr>
<tr>
<td>naʔó-rèk</td>
<td>[nẫořëk]</td>
<td>lizard</td>
</tr>
<tr>
<td>daʔó-rèk</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5. Correspondence set II: n/l word-medially.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>onarēm</td>
<td>[ǒnârēm]</td>
<td>I stink.</td>
</tr>
<tr>
<td>odarēm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nápón</td>
<td>[nẫpón]</td>
<td>to run away/flee</td>
</tr>
<tr>
<td>wenõ-y</td>
<td>[wënõy]</td>
<td>Brazil nut</td>
</tr>
<tr>
<td>o-b2-nõ</td>
<td>[òbënõ]</td>
<td>his/her finger/toe nail</td>
</tr>
<tr>
<td>o-nây</td>
<td>[ǒnây]</td>
<td>my teeth</td>
</tr>
<tr>
<td>o-nâń</td>
<td>[ǒnâń]</td>
<td>my feces</td>
</tr>
</tbody>
</table>

The regularity of the correspondence sets d/l and n/l, where two distinct phonemes in Mundurukú correspond to an allophonic variation in Kuruaya, suggests a historical change that not only changed the pronunciation of an original segment, but also introduced a new phonological contrast in the language: /d/ versus /n/. This type of differentiation, termed
‘secondary split’ (Hoenigswald 1960), refers to a process by means of which a change elsewhere in the language causes the allophonic variants of a phoneme to become independent without “…canceling the phonetic difference between the allophones in question” (p. 94). This is the proposal I offer for Mundurukú, and which sheds light on important aspects of its phonology, in particular on the restriction *də.

The hypothesis is that *də originated from a secondary split, caused by a change in nasal harmony. Except for the oral-nasal distinction of the environments, which produced oral /d/ and nasal /n/ outcomes, the change is unconditioned and affected every lexical item containing the proto-phoneme. The details of the change in nasal harmony will be examined in Chapter 6. Here I only summarize the facts that are important for the discussion about the origin of *də.

5.4.1 The change in nasal harmony

To account for the emergence of *də in Mundurukú, we must first understand its relation to nasalization. Nasal harmony is a pervasive phenomenon in both Mundurukú and Kuruaya; the process spreads the feature [+nasal] from a vowel to other segments on the left. In Mundurukú nasality is assimilated by [+sonorant] segments and blocked by [-sonorant]. This is illustrated in (4); (4)a shows assimilation and (4)b blocking.

(4) Nasal harmony in Mundurukú

(a) órò → óró ‘maracana bird’
nobánó → nobánó ‘gun, rifle’
i-wóy → íwóy ‘to shoot s.t. (with an arrow)’
3Ob-shoot
e-nón → ënón ‘your feces’
2-feces

(b) t'ôkôn → t'ôkôn ‘toucan’
iskoéró → ikóéró ‘fly’
kaçjarâw-a → kaçjarâwá ‘a big pot’

pot-CL
w-e-bóró-bɔ → webóróbɔ ‘my cotton string’

1-Poss-cotton-CL

In Kuruaya nasality is not blocked. Both [+sonorant] segments and [+voice] stops assimilate nasality, surfacing with nasal allophones; [-voice] segments are transparent. (5)a shows assimilation of [+sonorant], (5)b assimilation of [+voice], and (5)c transparency.

(5) Nasal harmony in Kuruaya

(a) pawá → pāwā ‘banana’
    arít → ārít ‘anum (bird, sp.)’
    wélā̃ → wēlāi ‘Brazil nut’

Brazil.nut-CL

(b) lobalō → lōmālō ‘gun, rifle’
    de-yā → nēyā ‘they’
    3-PL
    o-bi-loā → ōmīloā ‘my chin’

1-mouth-?

(c) parawa-tō → pārāwātō ‘macaw, sp.’
    macaw-purple
    porakā → pōrakā ‘two’
    w-e-aikōn → wēaikōn ‘my bench’

1-Poss-bench

In comparing the two systems we can easily identify their similarities and differences. For similarities, both languages exhibit leftward nasal harmony and in both the trigger is the rightmost nasal vowel in the morpheme. They differ with respect to the number of targets, which in Kuruaya also includes [+voiced] stops, and in the fact that Kuruaya has a system with transparency whereas Mundurukú has one with opacity.
Where both systems are similar, we can reliably suppose that they reflect the system of the proto-language. Thus Proto-Mundurukú had leftward nasal harmony and the trigger was the rightmost vowel in the morpheme. Where they differ, we must then ask which language mostly reflects the proto-system. For reasons that will become clear below, I assume that nasal harmony in Kuruaya mostly reflects nasal harmony in Proto-Mundurukú, where targets were [+sonorant] and [+voice] segments, and [-voice] segments were transparent. Therefore, the development is from a system with assimilation and transparency to a system with assimilation and opacity, and from a system where [+sonorant] and [+voice] were targets to a system where only [+sonorant] is the target. An account of nasal harmony is proposed in Chapter 6; of interest here is the relation between the historical change in the system and *dů in Mundurukú.

Assuming that Kuruaya is closer to Proto-Mundurukú than Mundurukú, the hypothesis is that the correspondence sets d/l and n/l discussed above are the reflexes of an allophonic variation determined by nasal harmony. In other words, the Mundurukú phonemes /d/ and /n/ developed out of a single consonant, a consonant with oral and nasal allophones. Let us represent this consonant by **L which stands for ‘lateral’, probably a voiced lateral fricative [l̥], given the variation [l] ~ [d̪] observed in Kuruaya, as described in §5.3.1. Like Kuruaya /l/, the proto-consonant **L had two allophones: one oral, [L], occurring in oral contexts, and the other nasal, [L̃], occurring in nasal contexts.

\[
\begin{tikzpicture}
  \node (L) at (0,0) {**L};
  \node (L_oral) at (1,-1) {[L] / _v};
  \node (L_nasal) at (1,-2) {[L̃] / _̃v};
  \draw (L) -- (L_oral);
  \draw (L) -- (L_nasal);
\end{tikzpicture}
\]

Suppose now the sound change in (7). At an intermediate stage of the language, Pre-Mundurukú, **L developed into *d by a process of consonant fortition, and which affected word by word containing **L throughout the entire lexicon. If nasal harmony in Pre-Mundurukú was still characterized by assimilation and transparency, the pre-phoneme *d became of course a target for nasalization. (Recall that [+voice] consonants were amenable to nasalization, surfacing with nasal variants.) Thus *d exhibited an alternation similar to that of the proto-phoneme **L: [d] preceding an oral vowel, and [n] preceding a nasal vowel.
(7) Fortition

(8) **L > *d

Fortition can be said to have been a change in manner, typically attested in changes by lexical diffusion (Labov 1981). If **L was a voiced lateral fricative [ɬ], the change **L > *d then basically involved a change in the stricture feature [continuant], as schematized in (8).

**L > *d is illustrated by the examples below which contain nouns with phonemic oral and nasal vowels, and vowels nasalized via nasal spread. By fortition, all instances of the proto-phoneme **L changed into *d in Pre-Mundurukú, and by nasal spread *d was realized as [n] before a nasal vowel, and [d] otherwise. (For expository reasons, tones are not marked in reconstructed forms.)

Let there now be a change in nasal harmony: the pre-system with assimilation plus transparency developed into another with assimilation plus opacity, thereby causing, in many cases, loss of the environment that conditioned the allophonic variation [d]/[n]. An example of
this situation is provided by the Mundurukú words *nobá̃no* ‘gun, rifle’ and *ná̃bón* ‘to run away/flee’ which correspond to Kuruaya *lobaló* and *lapān* respectively. Here Mundurukú has /n/ where Kuruaya has the nasal variant [l].

(10) Kuruaya (a) la m a la | (b) la p a n

Mundurukú n o b a n ó n á p ó n

The conditioning environment for the variant [n] was lost in cases where the vowel was not contrastively nasal but nasalized via assimilation, as in Pre-Mu *dobadó* ‘rifle/gun’ and *dapán* ‘to run/flee’. This created a new environment for [n], which may now occur before oral vowels, and is, therefore, in opposition to [d]. At this point the grammar turned the allophones [d] and [n] into distinct phonemes, without affecting the phonetic differences of both.

But the process of phonologization had an effect on the distribution of the phoneme /d/. While /n/ was phonologized in both oral (e.g. in cases with an intervening voiceless stop) and nasal contexts (where [n] immediately preceded a nasal vowel), the oral stop /d/ was phonologized only in oral contexts, as illustrated in (11). The change *d > d/n did not involve a change in a particular feature. Both [d] and [n] coexisted in the language at the stage nasal spread was altered. The secondary split happened because, since the conditioning environment for the nasal variant was lost in cases such as [nobá̃no], speakers had to determine the underlying forms for the former allophones. These were, by Lexicon Optimization, the ones closest to the outputs, namely /d/ and /n/.

2 The correspondence set b/m, as in nömänö/nobänö, is examined in chapters 6 and 7. To anticipate, it is argued that /b/ and /m/ were already independent phonemes in Proto-Mundurukú. By the time the change in nasal harmony took place, the underlying form /b/ was retained, or the outcome would have been similar to the alternation d/n, where the nasal variant was preserved.
5.4.2 The reanalysis of a gap

The diachronic change **L > *d > d/n must be regarded as phonemic because a new contrast between /d/ and /n/ was created. By Lexicon Optimization, the synchronic grammar of the language must assign /d/ and /n/ to the underlying representations of the former allophones of Pre-Mundurukú *d. This left a gap on the distribution of /d/, which is now a restriction on its cooccurrence with a nasalized vowel (*dṽ).

But the change had also an effect on grammatical structure. It created a third variant in an already existing morphophonological alternation: consonant mutation. The process alters voicing in morpheme-initial consonants which may surface voiceless or voiced depending on the preceding segment (see details in Chapter 7). The alternation is between p/b, t/d, and ŋʧ/ʤ. The voiceless variants surface following consonants, and voiced ones following vowels and glides. Consonant mutation is illustrated in (12).
Consonant mutation

(a) ayáʃáːt  pɔtɛt  toʃáw  bɔtɛt  
woman  name  chief  name  
‘woman’s name’  ‘chief’s name’

(b) tawé  doy  dápsɛm  toy  
monkey  blood  deer  blood  
‘monkey’s blood’  ‘deer’s blood’

(c) o-t-ɔp-ʃʊ-ʃʊ́  o-t-a-ʃʊ-ʃʊ́
1Su-3-CL-see-RED  1Su-3-CL-see-RED  
‘I saw it (e.g. a leaf)’  ‘I saw it (e.g. corn seeds)’

Of interest here is the alternation t/d. This is an old phenomenon in the family since a parallel alternation is found in Kuruaya. As expected, the voiced variant /d/ in Mundurukú corresponds to /l/ in Kuruaya.

<table>
<thead>
<tr>
<th></th>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>tɔp / ɗɔp</td>
<td>tip / lip</td>
<td>leaf</td>
</tr>
<tr>
<td>(b)</td>
<td>ta / da</td>
<td>ta / la</td>
<td>seed</td>
</tr>
<tr>
<td>(c)</td>
<td>tap / dap</td>
<td>tap / lap</td>
<td>hair</td>
</tr>
<tr>
<td>(d)</td>
<td>ti / di</td>
<td>ti / li</td>
<td>liquid</td>
</tr>
</tbody>
</table>

Before underlying nasal vowels, the alternation is t/n in Mundurukú, corresponding to t/[ɬ] in Kuruaya.

3 In Chapter 7 I present all the details of these alternations and give a historical explanation of the synchronic patterns (see also §5.6).
(14) (a) tawe  nāy  dápsém tāy  (Kuruaya: tāy / [.setData]/āy)
    monkey tooth   deer tooth
    ‘monkey’s theeth’   ‘deer’s teeth’

(b) wenō-y-nōm  jīn-tōm  (Kuruaya: tōm / [setData]ēm)
    ‘Brazil nut mix’   ‘mix for pancake’

But where the vowel was nasalized by spreading, in cases similar to nobānō, both oral and nasal forms are attested in Mundurukú. I believe this is a dialectal variation, as speakers from different villages tend to prefer one form over the other. In one dialect, dialect B, the nasal variant prevailed, including in forms that were involved in consonant mutation. In the other dialect, the oral variant was retained if the vowel was not underlyingly nasal, probably by analogy to the alternation t/d illustrated in (13) above, that is far more frequent.

(15) Dialect A     Dialect B
    (a) waje  dákā  waje  nākā  ‘cocoa tree branch’
         cocoa branch

    (b) dafā  dabōē  dafā  nabōē  ‘burning coal’
         firewood ember

The major effect that the change *d > d/n had on consonant mutation was the conflict in the choice between /d/ and /n/ in representing the voiced variant in contexts where nasality was lost. In the context of an underlyingly nasal vowel, the voiced variant is unambiguously /n/. This provides a valuable argument for the assumption that the gap left on the distribution of /d/ has been reanalyzed as real constraint, *dāv, defined in (16).

(16) *dāv – The sequence dāv is prohibited.

Consider the following examples from dialect A. Nasal harmony spreads to the left, nasalizing all [+sonorant] segments it encounters. In (17), nasalization should reach /d/ but
nasalization is blocked right before a syllable containing /d/, and that syllable surfaces oral.

(17) (a) y-ţi-dawón → ya.bi.da.ñón 'to sharpen a tip of s.t.'

3-tip-sharpen

(b) o-darém → o.da.ñém ‘I stink’

1Su-be.fetid

(c) da?ó-řěk → da.řó.řěk ‘lizard’

lizard-?

(d) o-daé → o.da.ě ‘S.o. picked me.’

1Ob-choose

In dialect B, the corresponding forms are fully nasalized.

(18) (a) yabínawón

(b) ŏnāřém

(c) ŏňóřěk

(d) ŏnā.ě

We can summarize the patterns as in (19). The dialects differ only with respect to the environment where a vowel was a target in nasal spread; before an oral vowel the variant is invariably /d/, and before an underlyingly nasal vowel the variant is always /n/.

(19) Summary of the patterns

<table>
<thead>
<tr>
<th></th>
<th>_v</th>
<th>_ñ</th>
<th>_v...ñ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialect A</td>
<td>d</td>
<td>n</td>
<td>d</td>
</tr>
<tr>
<td>Dialect B</td>
<td>d</td>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

These patterns are complex because they involve the interaction of three processes: (i) the change *d > d/n and change in nasal harmony, (ii) nasal harmony as it is synchronically, and (iii)
consonant mutation. This chapter deals with (i), and attempts to show that *dَ̄ is must be regarded as a language-specific constraint, not an accidental gap. The accounts of nasal harmony and consonant mutation are proposed in chapters 6 and 7 respectively. This means that the alternations in (19) will be explained step-by-step as all processes involved are examined.

The constraint *dَ̄ is crucial for the analysis, and the reason why it must be posited for Mundurukú is as follows. Consider the proto- and pre-forms of alternating morphemes in (20); (20)a illustrates a morpheme with an oral vowel (_v); (20)b illustrates **L followed by an underlying nasal vowel (_v); and (20)c and (20)d show cases of a nasal vowel somewhere in the morpheme but not immediately adjacent to **L (_v…v). In the examples, only the voiced variants are provided, but recall that **L and *d had a voiceless variant [t] postconsonantally. Also, recall that nasalization in Proto-Mundurukú was not blocked, thus **L was realized as [L̃] in the morphemes in (20)b-d. In Pre-Mundurukú, every instance of **L changed into *d by fortition, as discussed earlier. Since nasalization did not change until after Pre-Mundurukú, *d also had a variation [d]/[n], similar to the alternation [L]/[L̃].

<table>
<thead>
<tr>
<th>(20)</th>
<th>Proto-Mundurukú</th>
<th>Pre-Mundurukú</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>**Lao [Lao]</td>
<td>*dao [dao]</td>
</tr>
<tr>
<td>(b)</td>
<td>**Läy [Läy]</td>
<td>*däy [näy]</td>
</tr>
<tr>
<td>(c)</td>
<td>**Lakə [Lakə]</td>
<td>*dakə [näkə]</td>
</tr>
<tr>
<td>(d)</td>
<td>**Laē [Laē]</td>
<td>*daē [näē]</td>
</tr>
</tbody>
</table>

Between Pre-Mundurukú and the modern period, nasal harmony underwent changes. At this point, obstruents became opaque, blocking nasalization in cases such as (20)c. As a consequence, the oral and nasal allophones of *d became independent.

However, a complication arose in consonant mutation. This initial alveolar in alternating morphemes, **L in PMu and *d in Pre-Mu, had three variants, [t, d, n], regularly distributed according to adjacent segments: [t] after consonants, [d] before oral vowels and [n] before nasal vowels. Differentiation of [d] and [n] brought about a conflict in consonant mutation, especially in cases where there was an intervening obstruent (e.g. Pre-Mu *dakə ‘branch’), since this was the context that established the contrast between /d/ and /n/. But did phonologization of [d] and [n] also apply to the morphemes involved in consonant mutation? At first glance, this seems to
be the case in dialect B where the form is realized on the surface as nakê, contrary to dialect A where we find dakê. I will save the discussion of this controversy for Chapter 7, after we examine nasal harmony (Chapter 6), and the details of consonant mutation.

Aside from these dialectal differences, there is a good reason to argue for the constraint *dê in the synchronic grammar of Mundurukú. First of all, by positing *dê, the chances that the oral variant in words such as daê ‘to choose’ will surface as *daê are excluded.4

Tableau 5.1. The effect of *dê

<table>
<thead>
<tr>
<th>daê</th>
<th>*dê</th>
<th>Faith</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>dâê</td>
<td>!</td>
</tr>
<tr>
<td>b.</td>
<td>daê</td>
<td></td>
</tr>
</tbody>
</table>

Secondly, no other choice exists in cases where the vowel is underlying nasal (e.g. dêy versus nêy), so that the output will always be nêy. This is the pattern that figures in both dialects, and despite the differences in the selection of oral and nasal variants, neither A nor B have outputs such as *daê and *dêy.

Tableau 5.2. dê again

<table>
<thead>
<tr>
<th>dêy</th>
<th>*dê</th>
<th>Faith</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>nêy</td>
<td>(*)</td>
</tr>
<tr>
<td>b.</td>
<td>dêy</td>
<td>!</td>
</tr>
</tbody>
</table>

Finally, the constraint *dê also captures the fact that neither dialect has yet acquired sequences dê, either via borrowing or nasal spread. Prior to the change in nasal harmony, *dê was not required because the realization of Pre-Mundurukú *d as [n] was entirely predictable from nasalization. After the change, the choice between [d] and [n] came to be in conflict with

---

4 An output in which nasalization spreads all the way to /d/ (i.e. nâê) also satisfies *dê, and this is the situation in dialect B. For further details, see Chapter 7.
nasalization, especially because \([n]\) is no longer an allophone of \(/d/\), it has a phonemic status on its own. The patterns in consonant mutation are a good example of this conflict. When speakers produce *daë* ‘to choose’ or *darëm* ‘to be fetid’ as [dâ.ë] and [dâ.řém], they violate the requirements demanding nasalization to spread to as many eligible targets as possible, but they do so in order to satisfy a more important requirement in the language, namely *dëv*. The gap left on the distribution of \(/d/\) after phonologization of \(/d/\) and \(/n/\) is now a real constraint, and a crucial one.

In addition to the change \(**L > *d > d/n\),\) which explains the restriction on the cooccurrence of the voiced alveolar stop and a nasalized vowel (*dëv*), several sound changes took place in the language, giving rise to other patterns observed synchronically. I now turn to the restriction \(*ni\) and the historical change that gave rise to it.

### 5.5 The origin of *ni*

In the previous section I called the reader’s attention to a gap in the correspondence set \(n/\tilde{n}/\): there were no cases of the correspondence before \(/i/\). This can be attributed to the fact that the change \(**L > *d > d/n\) did not include the sequence \(**[L\tilde{i}]\), otherwise \(ni\) would have been developed in the language, as did the sequence \(di\): \(**Li > *di > di\). Synchronically, *ni*, or *nî, is another phonotactic restriction in Mundurukú. In this section I tentatively examine the origin of *ni* in the language. Very few vestiges exist that can reliably explain it, but a few words may shed light on a possible historical explanation.

I believe that \(**Lî\) disappeared from the family before Proto-Mundurukú. The primary reason is because Kuruaya lacks the sequence \(\tilde{l}i\), although it has \(li\), as in \(-li\) ‘liquid’, and \(nî,\) in which case \(/n/\) is phonetically realized as nasal palatal \([n]\), as in \(înî\) \(\tilde{[e}nî]\) ‘hammock’. Three related words allows us to establish the correspondence set given in Table 5.6. However, this set is found to occur only intervocalically, a restriction for which I offer no explanation here.
Table 5.6. Correspondence set III: r/n intervocally

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>waretay</td>
<td>wanítay</td>
<td>najá palm</td>
</tr>
<tr>
<td>warêm-áp-ʔa</td>
<td>wîni-pa?</td>
<td>genipa</td>
</tr>
<tr>
<td>ʔrîî</td>
<td>ínî</td>
<td>hammock</td>
</tr>
</tbody>
</table>

The hypothesis is that the proto-sequence **Lî underwent a sound change independent of other Proto-Mundurukú **L’s, and before the change **L > *d > n took place; this is the reason why it did not include sequences **Lî.

Let us suppose that **L was phonetically realized as [n] before the nasal high vowel /i/. (See Clements and Sonaiya (1990) on a similar realization of sequences /lv/ in Yoruba.) Abstracting away from other changes – e.g. changes in vowel quality and the absence of nasalization in the Mundurukú word wareta, I hypothesize that the proto-sequence **Lî, realized as [ni], developed into Pre-Mundurukú /r/, which in turn merged with other /r/’s in the language. The change is shown below.

(21) **Lî [nî] > *rî:

<table>
<thead>
<tr>
<th></th>
<th>Proto-Mundurukú</th>
<th>**Lî [nî]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Mundurukú</td>
<td>*irî</td>
<td>[irî]</td>
</tr>
<tr>
<td>Mundurukú</td>
<td>ʔrîî</td>
<td>[ʔrîî]</td>
</tr>
</tbody>
</table>

It may be that nî was not simply the phonetic realization of **Lî, but it had already been phonologized in Proto-Mundurukú, suggesting that the change **Lî > **nî took place in Pre-Proto-Mundurukú, the stage before Proto-Mundurukú. There are two reasons for this assumption. One is the fact that Kuruaya lacks the sequence /î/, although it has /nî/. Another is that, if **L > *d took place between Proto- and Pre-Mundurukú and did not include the sequence **Lî, then these forms had already been phonologized as **nî, and therefore were no longer associated with **L. Chronologically, Pre-Proto-Mundurukú ***L occurred before all vowels, including /î/. Between Pre-Proto-Mundurukú and Proto-Mundurukú, ***Lî changed into **nî.

186
Between Proto-Mundurukú and Pre-Mundurukú, **nî developed into *rî, whereas **L developed into *d.

(22) Relative chronology

<table>
<thead>
<tr>
<th></th>
<th>***L</th>
<th>***iLī</th>
<th>***Loa</th>
<th>***Lōŋ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Proto-Mundurukú</td>
<td>***L</td>
<td>***iLī</td>
<td>***Loa</td>
<td>***Lōŋ</td>
</tr>
<tr>
<td>Proto-Mundurukú</td>
<td>**vni</td>
<td>**iñi</td>
<td>**Loa</td>
<td>**Lōŋ</td>
</tr>
<tr>
<td>Pre-Mundurukú</td>
<td>*vri</td>
<td>*d</td>
<td>*iri</td>
<td>*doa</td>
</tr>
<tr>
<td>Mundurukú</td>
<td>vrv</td>
<td>d</td>
<td>n</td>
<td>istringstream</td>
</tr>
</tbody>
</table>

‘hammock’ ‘spider’ ‘flea’

But a problem arises when we look at the word “hammock” in other Tupi languages, shown in Table 5.7. Rodrigues and Dietrich (1980) reconstruct the form *inî ‘hammock’ for Proto-Tupi-Guarani (PTG), and Moore and Galúcio (1993) reconstruct *e/înî for Proto-Tupari (PTu). Karitiana is the only language to have /r/, like Mundurukú, whereas most Tupian languages have /n/. (The word in Mekens was provided by A. Galúcio, in Gavião by D. Moore, in Karitiana by L. Storto, in Mawe by S. Meira, and in Aweti by S. Drude.)

Table 5.7. The word “hammock” in Tupi.

<table>
<thead>
<tr>
<th></th>
<th>PTG</th>
<th>PTu</th>
<th>Mekens</th>
<th>Gavião</th>
<th>Karitiana</th>
<th>Mawe</th>
<th>Aweti</th>
<th>Mund</th>
<th>Kuruaya</th>
</tr>
</thead>
<tbody>
<tr>
<td>*inî</td>
<td>*e/înî/înî</td>
<td>eni</td>
<td>ini</td>
<td>istringstream</td>
<td>ini</td>
<td>ini</td>
<td>istringstream</td>
<td>istringstream</td>
<td>istringstream</td>
</tr>
</tbody>
</table>

Given this, there is little comparative evidence for the change ***L > **n before /i/, but the correspondences in Table 5.7 do show that **nî > *rî > rv is a plausible route. Furthermore, we cannot ignore the fact that Kuruaya does not have the sequence li, and that there are vestiges of the correspondence rv/nî in the Mundurukú family. The question as to whether it developed from the pre-proto-sequence ***Lî can only be answered if the majority of Tupian languages are considered, and a comparison of this sort is beyond the scope of this study.
5.6 The origin of *ʧi, *ʤi, and *ŋi

The change **L > *d > d/n was not the only change in the phonemic inventory of the language. There was another, much more complex series of changes by means of which a single consonant developed into four others. These changes are diagrammatically represented in (23). A step-by-step reconstruction will be provided below, but the reader should keep in mind that we are going to look at changes that took place at three different stages: (i) between Pre-Proto- and Proto-Mundurukú (§5.6.1), (ii) between Proto- and Pre-Mundurukú (§5.6.2), and (iii) between Pre-Mundurukú and the present (§5.6.3). These changes explain the following phonotactic restrictions: *ʧi, *ʤi, and *ŋi [ɲi].

Four Mundurukú sounds – three are phonemes, /ʃ, ʧ, ʤ/, and the other, [ɲ], is an allophone of the nasal velar /ŋ/ syllable-initially – are all historically linked to a single consonant: Pre-Proto-Mundurukú ***C, which stands for a postalveolar stop, probably the (IPA) palatal stop /c/. 5 ***C had two surface realizations: [ʧ] preceding the high front vowel, and [C] elsewhere. Between Pre-Proto-Mundurukú and Proto-Mundurukú the allophone [C] became voiced intervocally, hence [D], and an affricate [ʧ] in other contexts (i.e. word-initially and following a consonant); these in turn merged with other ***ʧ’s (§5.6.2). Because of nasal harmony, [D] probably had a nasal realization [N] in nasal contexts. This is corroborated by the fact that in Kuruya the contrast between the voiced stops /b, d/ and nasals /m, n/ is neutralized to [m, n] in nasal contexts.

Between Proto-Mundurukú and Pre-Mundurukú (§5.6.2), proto-**D changed into a voiced affricate *ʤ, carrying along the allophony determined by nasal assimilation: [ʤ] preceding oral vowels, and [ɲ] preceding nasal vowels, except in consonant mutation (§5.6.3). At this stage the change in nasal harmony took place (as explained in section 5.4.1 above). This also had an

5 I must clarify that even though /ʃ, ʧ, ʤ/ and [ɲ] are historically linked to ***C, they all have other sources as well. For example, there are at least three sources for /ʃ/: ***Ci and Proto-Mundurukú **kV and **ʃ (see §5.8). Likewise, not all /ʤ/’s come from ***C; some of them were introduced in borrowings, e.g. ʤóromó ‘pumpkin’, from Portuguese jerimum.
impact here, propelling the split of *ʤ into two, and the merger of its nasal allophone [ɲ] with the nasal velar /ŋ/ (i.e. a primary split).

(23) From Pre-Proto-Mundurukú ***C to Mundurukú /ʃ/, /ʧ/, /ʤ/, [ɲ]. (Changes that took place between stages may not be chronologically parallel.)

It is precisely the allophonic alternation [ʧi]/[C] in the pre-proto-stage which has given rise to the synchronic prohibitions *ʧi, *ʤi, and *ŋi [ɲi]. At each stage in the history of ***C, the resulting forms underwent changes independently. In Proto-Mundurukú ***C had already been split into **ʧ and **D; later in Pre-Mundurukú, it was split into *ʧ and *ʤ, and finally into /ʃ, ʧ, ʤ/ and [ɲ] in the modern stage. As it can be noted in the diagram, the phoneme /ʤ/ was born in the language with two gaps in its distribution: (i) it never occurred before /i/, and (ii) it was restricted to intervocalic position. The latter restriction has already changed because of some borrowings that came into the language (§5.6.1).
As for /ʧ/, the restriction *ʧi is more recent, and was caused by the sound change *ʧ > s / _i. Clearly, then, only if we consider the development of ***C, can we provide a satisfactory explanation for the patterns.

5.6.1 Between Pre-Proto-Mundurukú and Proto-Mundurukú

The Mundurukú words below have an ancestor in common, the voiceless palatal stop ***C, in the pre-proto-language.

(24) (a) ʃɪk ‘mosquito’
(b) ʃi ‘his/her mother’ [ʃ]
(c) otayʃi ‘my wife’
(d) ʧ̪ə ‘to go’ [ʧ̪] ***C
(e) daʤe ‘peccary’ [ʤ]
(f) tane ‘mouse’ [n]

In (24)a-c two changes took place: first, ***C becomes an affricate [ʧ̪] before a high front vowel in Pre-Proto-Mundurukú; and second, the stop component of [ʧ̪] is lost, and [ʧ̪] becomes simply a fricative [ʃ] in Mundurukú. Only the evidence of Kuruaya allow us to reconstruct this route. If we compare the sequence ʃi in Mundurukú with related forms from Kuruaya, we obtain the correspondence set of Table 5.8. Before the high front vowel /i/, where Mundurukú has [ʃ] Kuruaya has the palatal affricate [ʤ], which is an allophone of /d/ in this context.
Table 5.8. Correspondence set IV: $\acute{s}/d$ before /i/.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-și</td>
<td>ı-di(?)</td>
<td>[ıdʒi?] his/her mother</td>
</tr>
<tr>
<td>şık</td>
<td>dik</td>
<td>[dʒik] mosquito</td>
</tr>
<tr>
<td>wesşık</td>
<td>wedik</td>
<td>[wedʒik] potato</td>
</tr>
<tr>
<td>bọşifim</td>
<td>biydim</td>
<td>[biyɟim] fear of s.t.</td>
</tr>
<tr>
<td>daydo-şişi</td>
<td>laylo-di?</td>
<td>[layloɟi?] armadillo, sp.</td>
</tr>
<tr>
<td>işi-bọ</td>
<td>ıdi-bi?</td>
<td>[ıdʒi-bi?] tropical creeper</td>
</tr>
</tbody>
</table>

This provides evidence for the reflex of the affricate [ʧ] before the high vowel, but does not provide evidence for ***C itself. For that we must establish another correspondence set ʤ/\d, given in Table 5.9: Mundurukú ʤ/ corresponds to Kuruaya /d/, phonetically a retroflex [d]. This set has three important restrictions: (i) it is found to occur only between vowels; (ii) it is never found in the context of nasalization; and (iii) it is in complementary distribution with the set ş/d, i.e. it does not occur before a high front vowel /i/.
Table 5.9. Correspondence set V: ʤ/d intervocally in oral contexts

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʧidʤáp</td>
<td>kidap</td>
<td>shelter</td>
</tr>
<tr>
<td>adʤóré</td>
<td>adore?</td>
<td>to be old</td>
</tr>
<tr>
<td>adʤó / áʤo</td>
<td>ádo</td>
<td>what</td>
</tr>
<tr>
<td>dadʤé</td>
<td>lade?</td>
<td>peccary</td>
</tr>
<tr>
<td>adʤók</td>
<td>adok</td>
<td>to bathe</td>
</tr>
<tr>
<td>kɔyáʤe</td>
<td>kiyade</td>
<td>yesterday</td>
</tr>
<tr>
<td>o-ʧe-ʤdajà</td>
<td>o-ʧe-dada?</td>
<td>I defecated.</td>
</tr>
<tr>
<td>1Su-CoRef.Poss-defecate</td>
<td>o-ʤe-pó</td>
<td>S/he is lying.</td>
</tr>
<tr>
<td>o-ʤe-po</td>
<td>o-ʤe-pó</td>
<td>S/he is lying.</td>
</tr>
<tr>
<td>3Su-CoRef.Poss-lye</td>
<td>o-ʤe-pó</td>
<td>S/he is lying.</td>
</tr>
<tr>
<td>o-ʤo-dà</td>
<td>o-ʤo-dà</td>
<td>I cooked it</td>
</tr>
<tr>
<td>1Su-3Ob-cook</td>
<td>o-ʤo-dà</td>
<td>I cooked it</td>
</tr>
<tr>
<td>o-ʤodít</td>
<td>ó-ʤodít</td>
<td>my uncle</td>
</tr>
<tr>
<td>1-uncle</td>
<td>1-uncle</td>
<td>1-uncle</td>
</tr>
<tr>
<td>e-we-ʤó</td>
<td>e-we-ʤó</td>
<td>with you</td>
</tr>
<tr>
<td>2-Refl-together</td>
<td>ó-ʤodít</td>
<td>my uncle</td>
</tr>
</tbody>
</table>

In the context of nasalization we find the third correspondence set in this group, which is in complementary distribution to both ʧ/d and ʤ/d. The palatal allophone of Mundurukú /ŋ/ [ɲ], corresponds to Kuruaya /n/. Like the correspondence ʤ/d, the set [ɲ]/n is also restricted to intervocalic position, and does not occur before the high vowel /i/. (Recall from §5.5 that the Kuruaya sequence ni [ɲi] corresponds to the sequence r̚i in Mundurukú; see Table 5.6 above.)
Table 5.10. Correspondence set VI: [n]/n intervocally in nasal contexts

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>tănê</td>
<td>ta[n]e</td>
<td>tanê mouse</td>
</tr>
<tr>
<td>piñã</td>
<td>pi[n]á</td>
<td>pinã fish-hook</td>
</tr>
<tr>
<td>akóne</td>
<td>akó[n]e</td>
<td>okpínê? Mu: necklace; Ku: belt</td>
</tr>
<tr>
<td>oñëbí</td>
<td>o[n]ebí</td>
<td>onëbí? my armpit</td>
</tr>
<tr>
<td>yanóbo</td>
<td>ya[n]óbó</td>
<td>yanôbí? his neck</td>
</tr>
<tr>
<td>oñëbit</td>
<td>o[n]ebít</td>
<td>onëbit my grandson/daughter</td>
</tr>
<tr>
<td>añóka</td>
<td>a[n]óka</td>
<td>anôka place</td>
</tr>
<tr>
<td>owanó</td>
<td>owa[n]ó</td>
<td>owanô my brother/sister</td>
</tr>
</tbody>
</table>

This gives three sounds in correspondence;

    Mundurukú     [ʃ]ik i[ʃ]i da[ʤ]e tá[n]e
           ‘mosquito’ 3-mother ‘peccary’ ‘mouse’

and three sets in complementary distribution:

(26) Summary of the correspondence sets

<table>
<thead>
<tr>
<th></th>
<th>v_v</th>
<th>ṽ̃v</th>
</tr>
</thead>
<tbody>
<tr>
<td>_i</td>
<td>j̃/d</td>
<td>j/n</td>
</tr>
</tbody>
</table>

These sounds have in common the property of being realized in the postalveolar region, except for [n] which is, impressionistically, alveolar. This suggests that the original sound out of which they developed was also postalveolar; hence ***C is [+coronal, -anterior].

Before a high front vowel, both Mundurukú and Kuruaya exhibit a plain palatal – [ʤ] in Kuruaya and [ʃ] in Mundurukú – but these diverge in manner and voicing. Before examining a
solution to this problem, let us first suppose that ***C was realized as a voiceless affricate [ʧ] before a high front vowel, and [C] elsewhere.

\[(27) \quad ***C \quad \text{Pre-Proto-Mundurukú} \]

\[ʧ / _i \quad C / \text{elsewhere} \]

In Mundurukú the voiced reflexes [ʤ] and [ŋ] are only found intervocalically, and do not include the high front vowel /i/. Synchronically, both /ʤ/ and /ŋ/ are rare word-initially. For example, there are only four nouns in the corpus that begin with /ʤ/: ḏaráy ‘orange (tree)’, ḏóromó ‘pumpkin’, kaḏarawila ‘a big pot’, and ḏorawi ‘a table for domestic use’, all of which are borrowings from Portuguese: laranja, jerimum, caldeirão and jirau, respectively. Kuruaya has /d/ in the phonemic inventory, which occurs freely word-initially: da ‘one’, doridoy ‘rabbit’, etc. However, I have not found any cases of the correspondence ḏ/d in any other position than intervocalically, suggesting that not all /d/’s of Kuruaya originate from ***C. In Mundurukú, on the other hand, the primary source for /ʤ/ is the allophone of ***C that became [+voice] intervocalically. Thus the distribution of /ʤ/ reflects the distribution of this allophone; that is, it is restricted to intervocalic position in the native vocabulary; its occurrence in word-initial is due to borrowings.

The restriction on the correspondence ḏ/d and ḏ/ŋ to intervocalic position suggests that ***C was originally voiceless, hence [+coronal, -anterior, -voice], and became [+voice] intervocalically. But this change did not affect all of its allophones. Recall that the voiced variant did not occur before the vowel /i/, where ***C was realized as [ʧ], in addition to word-initially and following a consonant, where ***C was realized as [C]. (Word-initial and postconsonantal [C] are examined in §5.6.2.) This is schematically represented in (28). Here we also find the influence of nasalization. Since [D] was [+voice], it was also a target for nasal harmony, which affected all [+sonorant] and [+voice] segments at that stage; thus D had two allophones, [D] in oral contexts, and [N] in nasal contexts.
It is important to note that Kuruaya has [ʤ] as the reflex of Proto-Mundurukú **ʧ before the vowel /i/, and [d₃, n] as reflexes of [D, N] respectively. Mundurukú has [ʃ] and [d₃, n]. The problem is Kuruaya [ʤ] versus Mundurukú [ʃ]; i.e. voiced vs. voiceless, and affricate vs. fricative. Schematically we have the following.

(29)  

Kuruaya  Mundurukú  
[ʤ]ik  [ʃ]ik  ‘mosquito’  (word-initially)  
[i][ʤ]i?  [ʃ]i  ‘his/her mother’  (intervocally)  

It is unlikely that the change [-voice] > [+voice] also affected the sequence **ʧi, since the pair [ʤ] / [ʃ] in the word for ‘mosquito’ occurs word-initially, and only intervocalic consonants were affected. One hypothesis is that there was an initial vowel in the pre-proto-language, ***vCik ‘mosquito’, which was lost after the change [-voice] > [+voice] took place: ***vCik > **vʧik > *vʤik > d₃ik (> jik). Comparative evidence suggests that this was not the case as most Tupian languages do not have an initial vowel in this word – e.g. Suruí: ník; Gavião: dik; Karo: tik; and Karitiana: tik. Therefore, voicing in the Kuruaya words /dik/ and /idiʔ/ was independently motivated, perhaps by influence of other /d/’s that came into the language.
Another piece of evidence comes from the reflex of the voiceless allophone ***ʧ in the following words.

<table>
<thead>
<tr>
<th>(30)</th>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
<th>Correspondences</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>tay-ʧi</td>
<td>tai-ʧi</td>
<td>‘wife’</td>
<td>ź / źj</td>
</tr>
<tr>
<td>(b)</td>
<td>poti-ʧiʧi</td>
<td>pótip-ʧi</td>
<td>‘fish, sp.’</td>
<td>ź / źj</td>
</tr>
</tbody>
</table>

The morpheme -ʧi in the words tayʧi / potiʧiʧi, and -ʧi in the corresponding words in Kuruaya, are historically derived from the word -ʧi and -di ‘mother’ respectively, and therefore reflect ***C. This morpheme is no longer reanalyzable in the word for ‘wife’, (30)a, in either language, and is semantically interpreted as an ‘augmentative’ in (30)b. Thus we can say that, synchronically, they have no connection with each other, except that historically they are derived from the same root. These examples show that in Mundurukú the change ***C > **ʧ > ź / źj applied regularly, but in Kuruaya we find -di [ʤi] in ‘mother’ and -ʧi in ‘wife’ and ‘fish’, in which case the change ***C > **ʧ > źj did not apply. In (30)b it may be because -ʧi follows a consonant, but in (30)a, the root tai- ends in a vowel. This example shows that the change in the feature [-voice] of the reflexes of sequences ***ʧi in Kuruaya (e.g. dik ‘mosquito’, idi? ‘his/her mother’) took place at a later stage, say, between Proto-Mundurukú and Pre-Kuruaya. This leads us to the conclusion that voicing did not affect ***[ʧ]. This is a plausible hypothesis because a route such as ***Ci > **ʧi > źi in Mundurukú, where [-voice] is maintained along the way, seems to be more natural than another that changes [voice] twice, and without motivation.

5.6.2 Between Proto-Mundurukú and Pre-Mundurukú

Having established the allophones of ***C and the change ***C > D, we find in Proto-Mundurukú two reflexes of ***C: **ʧ and **D, with its allophones [D] and [N], and a phonotactic restriction: **D and **N did not occur before the high front vowel /i/. There was also a third reflex that occurred word-initially and postconsonantally, and whose phonetic realization has not yet been determined. This is found in the followings roots, which because of the change [-voice] > [+voice] ended up exhibiting a morphophonological alternation between
voiced and voiceless forms, and which now participate in the process of consonant mutation. (Consonant mutation was introduced in §5.4, but see especially Chapter 7.)

(31) Alternating morphemes

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ʧᵊ / ʤᵊ</td>
<td>ʧᵟ / di</td>
<td>‘to go’</td>
</tr>
<tr>
<td>(b) ʧᵣk / ka-ʤᵣk</td>
<td>ʧᵢk / kádik</td>
<td>‘be cold’/ ‘cold (weather)’</td>
</tr>
<tr>
<td>(c) ʧᵠem / ʤᵠem</td>
<td>ʧᵠem / nᵉm</td>
<td>‘to go/come out’</td>
</tr>
</tbody>
</table>

In Mundurukú the alternation is always ʧᵊ/ʤᵊ, whereas in Kuruaya we find ʧᵊ/d or ʧᵊ/n, depending on the oral versus nasal quality of the following vowel. From these pairs we obtain the correspondences given in Table 5.11.

Table 5.11. Correspondences in consonant mutation.

<table>
<thead>
<tr>
<th>Voiceless form</th>
<th>Voiced form in vᵊv</th>
<th>Voiced form in vᵊv</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʧᵊ / ʧᵊ</td>
<td>ʤᵊ / d</td>
<td>ʤᵊ / n</td>
</tr>
</tbody>
</table>

The correspondence ʧᵊ/ʧᵊ as the voiceless variants of alternating morphemes prompts us to also reconstruct **ʧᵊ in Proto-Mundurukú for ***C word-initially and postconsonantally. Thus in Proto-Mundurukú ***C was split into two: **ʧᵊ and **D, which in turn had two variants, oral and nasal, because of nasal harmony.

---

6 Recall that the voiced forms surface after vowels and glides (e.g. oʤᵊ ‘S/he went’), and the voiceless forms after consonants or when isolated (e.g. oyóptᵠem ‘The stick came off’ and tᵠem ŋ ‘I will go’).
In (33) I give examples of the development of consonant mutation in the reflexes of ***C in a number of morphemes. All of these have a distribution that may or may not involve a preceding morpheme. For example, intransitive verbs can occur with or without a person marker (e.g. ṭfám on ‘I will go’ versus Ḍká ‘S/he went.’). When preceded by a morpheme-final vowel, as in Ḍká, they had the environment that favored [-voice] > [+voice], and were therefore affected: **v-ṭfı → v-Di, in oral contexts, and **v-ṭfěm → v-Něm, in nasal contexts. But when isolated or preceded by a morpheme-final consonant, the environment blocked voicing, so they remained voiceless in those contexts: #**fı → ṭı and #**fěm → ṭěm.

Mundurukú had another step, Pre-Mundurukú, diagrammatically represented in (34). At this stage **D developed into *d. Because of nasal harmony, *d had two allophones, [dʒ] and [n], a pattern similar to that of the proto-language. Recall that it was at this stage that **L > *d took place, so the change **D > *d may be regarded as a readjustment of the inventory, caused perhaps by the phonetic similarity between *D and *d, and similarity of allophonic variations.
Because \( ^*\text{ʧ} \) and \( ^*\text{ʤ} \) entered into opposition relative to each other, the change \( ^*\text{D} > ^*\text{ʤ} \) created a new contrast in the language. But this opposition emerged in the language with a phonotactic restriction. The change \( ^**\text{ʧ} > {\text{ʃ}} \) eliminated all sequences \( ^*\text{ʧi} \) in the language, emerging then the restriction \( ^*\text{ʧi} \), in addition to the other two, \( ^*\text{ʤi} \) and \( ^*\text{ɲi} \), which resulted from the split of \( ^***\text{C} \) between Pre-Proto- and Proto-Mundurukú. There is one exception to \( ^*\text{ʧi} */ ^*\text{ʤi} \): the alternating morpheme \( ^*\text{ʧi}^*\text{ʧa} / ^*\text{ʤi}^*\text{ʤa} \) ‘many, much, very’, which either came later or was preserved, perhaps because of its frequent use as an intensifier. This suggests that the language does not prohibit sequences \( ^*\text{ʧi} \) or \( ^*\text{ʤi} \), their absence is simply a gap left behind by a series of sound changes.

There are nevertheless other issues to consider. According to the diagram in (34), the distributions of the reflexes of \( ^*\text{ʧ} \) and \( ^*\text{ʤ} \) should exhibit enormous gaps in modern Mundurukú. In Pre-Mundurukú \( ^*\text{ʧ} \) was preserved only word-initially, postconsonantally, and before /i/, and \( ^*\text{ʤ} \) intervocalically. This is, however, not the case synchronically. The distribution of /ʤ/ is examined in the next section, here I will focus on the distribution of /ʧ/. In addition to word-initially and postconsonantally, /ʧ/ may also occur intervocally, preceding all vowels but /i/.
(35) Intervocalic /ʧ/

(a)  pæʧə  ‘animal game’
(b)  daʧé  ‘hawk, sp.’
(c)  otʃóotʃo  ‘cough’
(d)  o-í-ʧək  ‘It broke’

This is interesting because it reflects another diachronic process in Proto-Mundurukú, namely the merger of **ʧ, reflex of ***C, with other **ʧ’s. Related forms in Kuruaya reveal that the proto-language had another **ʧ, which had a distribution similar to the synchronic distribution of /ʧ/ in the language.

Table 5.12. Correspondence set VII: /ʧ/ word-initially, intervocally and postconsonantly.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʧókón</td>
<td>ʧokán</td>
<td>toucan</td>
</tr>
<tr>
<td>ʧóʔi</td>
<td>ññʔi</td>
<td>to stand still</td>
</tr>
<tr>
<td>ʧóʔa</td>
<td>ñʔa</td>
<td>hill</td>
</tr>
<tr>
<td>idʃóʧé</td>
<td>idóʃe</td>
<td>It’s there</td>
</tr>
<tr>
<td>taʃípʔóp</td>
<td>taʃípʔip</td>
<td>S/he’s miserly</td>
</tr>
<tr>
<td>oʃetʃó</td>
<td>oʃetʃo</td>
<td>I bit.</td>
</tr>
<tr>
<td>oʃóotʃó</td>
<td>oʃeʃom</td>
<td>cough / to cough</td>
</tr>
<tr>
<td>fæʃíŋ-ʧíŋ</td>
<td>oʃeʃíŋʔán</td>
<td>I walked around</td>
</tr>
<tr>
<td>ekʧó</td>
<td>ekʧó/o</td>
<td>your basket</td>
</tr>
<tr>
<td>yopʧóŋ</td>
<td>yikʧán</td>
<td>The stick is straight</td>
</tr>
<tr>
<td>fæʃíŋʧóŋ</td>
<td>oʃeʃíŋʔán</td>
<td>I walked around</td>
</tr>
</tbody>
</table>
The proto-phoneme for the correspondence ʧ/ʧ can without problems be identified as **ʧ, which is the reflex of the pre-proto-phoneme represented here by ***Tʃ. In Pre-Proto-Mundurukú, ***C and ***Tʃ were distinct phonemes, but merged in the period between Pre-Proto- and Proto-Mundurukú. Therefore, the change **ʧ > ʃ /i also affected the reflex of the sequence ***Tʃi, the reason why we now find /ʧ/ preceding all vowels but /i/. This case illustrates a situation in which a phoneme with a regular distribution has acquired a gap.

(36) Merger in Proto-Mundurukú

```
***C   ***Tʃ

Pre-Proto-Mundurukú

C ʧ/ _i

**D     **ʧ/ #_ & C._     **ʧ

Proto-Mundurukú
```

A similar explanation cannot be proposed for /ʃ/, which is found word-initially, medially, and preceding all vowels but /ə/.

(37) Examples of /ʃ/ in Mundurukú

(a) ʃaˈiп ‘piquiá’ (tree, sp.)
(b) daʃéw ‘fish, sp.’
(c) ʃé ‘bird, sp.’
(d) poʃo ‘bird, sp.’

Contrary to Mundurukú, Kuruaya exhibits two significant gaps in the distribution of /ʃ/. It does not occur before /i/ and /i/. This permits us to reconstruct a proto-phoneme **ʃ and the addition of a new environment for /ʃ/ in Mundurukú: the change **ʧi > ʃi, which filled in the gap of the consonant before a high front vowel. But it does not permit us to recover the gap before the central vowel, /ə/ in Mundurukú and /i/ in Kuruaya. The absence of this sequence in both languages means that there was a gap in this context in the proto-language. The restriction
remains in modern Mundurukú since we do not find the sequence \( \overline{\epsilon} \) (see discussion in §5.8).

A hypothesis by Rodrigues (1995; see also Rodrigues and Dietrich 1997) is that Proto-Tupi did not have any fricatives in the phonemic inventory. His explanation for the languages that have them synchronically is that they were acquired by means of sound changes, similar to the change \( **\text{ʃ} > \text{ʃ} \) in Mundurukú. This is a hypothesis that requires a larger comparative investigation, beyond the Mundurukú family, and will not be explored here. For our purposes, it suffices to know that Proto-Mundurukú also had \( **\text{ʃ} \) in the phonemic inventory.

### 5.6.3 Between Pre-Mundurukú and Mundurukú

We have established that in the Pre-Mundurukú ***C had already been split into two phonemes, *ʤ\(_o\), and *ʧ\(_i\); *ʤ\(_o\) developed from **D, *ʧ\(_i\) from the merger of a reflex of ***C with a reflex of ***T\(_S\). Between Pre-Mundurukú and Mundurukú, *ʧ\(_i\) > ŋ / _i, which eliminated all sequences *ʧ\(_i\)'s in the language.

\[
\begin{array}{c|c}
(38) & *ʧ\(_i\) / _i \quad \text{Pre-Mundurukú} \\
\hline
& ŋ\(_i\) \quad \text{Mundurukú}
\end{array}
\]

Consider now a case of primary split. That is, the split of a phoneme and the merger of one of its allophones with another phoneme in the language. Pre-Mundurukú *ʤ\(_o\) had an allophonic variation determined by nasal harmony: [ʤ\(_o\)] preceding oral vowels, and [ŋ] preceding nasal vowels. The oral allophone became an independent phoneme, /ʤ/, but the nasal allophone [ŋ] merged with /ŋ/, and is now its allophone in onset position.

Consider different explanations for this split. First, the change in nasal harmony caused the split, an effect similar to the split of *d into /d/ and /n/ examined in §5.4.1. Second, /ŋ/ had already a palatal [ŋ] as an allophone, and because of its phonetic similarity with the nasal allophone of *ʤ\(_o\), also [ŋ], these merged naturally. And third, their phonemic allegiance is still as it was, meaning that [ʤ\(_o\)] and [ŋ] are still related by allophony. This possibility can be excluded.
because the distribution of /ʤ/ no longer reflects the distribution of [ʤ] in the pre-language; it occurs before nasal vowels synchronically (e.g. .sponge ‘I went out.’), and word-initially in borrowings (e.g. ʤarây’a ‘orange’). Similarly, [ŋ] also occurs word-initially (e.g. [ŋ]ælɔ́ ‘tree, sp.’). Thus, these gaps in the distribution of /ʤ/ and [ŋ] have already been repaired by the grammar.

The second possibility, that [ŋ] merged with /ŋ/ independently, is unclear at this point of the investigation, because /ŋ/ is restricted to coda position in Kuruaya, and probably in Proto-Mundurukú. But the data indicate that the proto-allophone [ŋ] may not be the only source for the nasal velar syllable-initially; Mundurukú has some native words with [ŋ] for which I have not found cognates in Kuruaya; for example, a[ŋ]əpè ‘fish, sp.’ and se[ŋ]emɔ́ ‘chameleon’, and others were introduced through borrowing from Portuguese; for example, pîfâ[ŋ]a ‘cat’ (Portuguese: bicha[ŋ]o), kâ[ŋ]a ‘sugar-cane’ (Portuguese: ca[ŋ]a). Note that in the borrowings [ŋ] replaces Portuguese [n]; there is also nasalization in the pronunciation of the words in Portuguese, roughly: [bi]’ãnu ~ [bi]’ãnu] and [’kãna ~ ’kãnã] respectively. This suggests that the borrowings were adapted according to the distribution of *[ŋ] in Pre-Mundurukú prior to the change in nasal harmony, and therefore preceded it. After this change, /ŋ/ became an independent phoneme, which leads us to the conclusion that bichano and cana would have been introduced as pîfána and kána if they were acquired after the change in nasal harmony.

The hypothesis that nasal harmony caused the split is plausible, but it is suggested here that the phonemic differentiation of *[ʤ] and *[ŋ] was already in progress when the change in nasalization took place.

Consider again the change *D > *ʤ in conjunction with consonant mutation, shown in (39). Between Pre-Proto- and Proto-Mundurukú, the change ***C > **D caused a morphological process of voicing alternation morpheme-initially, /ʧ/ in oral contexts and /ʧ/ in nasal contexts.

(39)  Pre-Proto-Mundurukú   Ci ‘to go’   Cêm ‘to go/come out’

***C > **D / v_v

Proto-Mundurukú   tʃi / v-Di   tʃêm / v-Dêm [v-Nêm]
Between Proto- and Pre-Mundurukú, **D changed into *ʤ. The allophonic variation is then reflected in the new period as a variation between [ʤ] and [ɲ], as previously explained. But this variation was simplified in consonant mutation to a variation ʧ/ʤ, even in nasal contexts. This is illustrated by the Pre-Mundurukú pair *ʧem/ɲ-ʧem, which corresponds to Proto-Mundurukú **ʧem/ɲ-Nem. As a consequence, a new environment emerged in the distribution of *[ʤ], which can at this stage precede a nasal vowel.

\[(40)\]  
Proto-Mundurukú | **ʧi / v-Ḍi | **ʧem / v-Ḍem [v-Nem]  
---|---|---  
**D > *ʤ  
Pre-Mundurukú | *ʧɔ / v-ʤɔ | *ʧem / v-ʤem  
Mundurukú | ʧɔ / v-ʤɔ | ʧem / v-ʤem  
‘to go’ | ‘to go/come out’

After the change **D > *ʤ, and the new environment for *ʤ, the environment that determined a variation between [ʤ] and [ɲ] can no longer be identified. Thus the grammar must at this point restructure its phonemic inventory, in Kiparsky’s (1982) sense. [ʤ] became independent and [ɲ] was then phonologically associated with the nasal velar /ŋ/, which was previously restricted to coda position. Its association with [ɲ] in onset-position thus filled in a gap in its distribution. A piece of evidence that this may have been the case comes from the word nʧap [nʧap] ‘bench’, which is the lexicalized form of nʧ+ap (sit(?)+NOM) ‘thing for sitting’. In nʧap the morpheme-final /ŋ/ appears as an onset preceding the nominalizer ǎp, and is realized as [ɲ].

5.6.4 Summary of the changes

To conclude this section, I provide below illustrations of the evolution of ***C, and the different changes that culminated in its division into four consonants.
Table 5.13. Summary and illustrations of the evolution of ***C in Mundurukú.

<table>
<thead>
<tr>
<th></th>
<th>***C &gt; **tʃ &gt; <em>ʃ</em></th>
<th>***C &gt; **tʃ/D &gt; *tʃ/dʒ</th>
<th>***C &gt; **D &gt; *dʒ/n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-PMu</td>
<td>Cik</td>
<td>Cêm</td>
<td>Ci</td>
</tr>
<tr>
<td>PMu</td>
<td>tʃik</td>
<td>tʃem/v-Dem</td>
<td>tʃi/v-Di</td>
</tr>
<tr>
<td>Pre-Mu</td>
<td>tʃik</td>
<td>tʃem/v-dʒem</td>
<td>tʃi/v-dʒi</td>
</tr>
<tr>
<td>Mu</td>
<td>jik</td>
<td>tʃem/v-dʒem</td>
<td>daŋe</td>
</tr>
<tr>
<td></td>
<td>[jik]</td>
<td>[tʃem/v-dʒem]</td>
<td>[daŋe]</td>
</tr>
<tr>
<td>Gloss</td>
<td>mosquito</td>
<td>3-mother</td>
<td>go/come out</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>to go</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>peccary</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>mouse</td>
</tr>
</tbody>
</table>

And the relative chronology, including the change **L > *d > d/n, is as shown in (41).

(Changes in vowels are not dealt with here; the symbol ⊂ stands for ‘merges with’.)

(41) Relative chronology

(a) Pre-Proto-Mundurukú

<table>
<thead>
<tr>
<th>***iLì</th>
<th>***Lapān</th>
<th>***Loa</th>
<th>***Cik</th>
<th>***LaCe?</th>
<th>***taCē</th>
</tr>
</thead>
<tbody>
<tr>
<td>***Ci &gt; **tʃi</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>tʃik</td>
<td>---</td>
</tr>
<tr>
<td>***vCv &gt; **vDv</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>La[D]e?</td>
<td>ta[N]ē</td>
</tr>
<tr>
<td>***vLì &gt; **vñ</td>
<td>ūñ</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Surface:</td>
<td>ūñ</td>
<td>Lapān</td>
<td>Loa</td>
<td>tʃik</td>
<td>LaDe?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>taNē</td>
</tr>
</tbody>
</table>
(b) **Proto-Mundurukú**

<table>
<thead>
<tr>
<th></th>
<th><strong>inĩ</strong></th>
<th><strong>Lapanj</strong></th>
<th><strong>Loa</strong></th>
<th><strong>žjik</strong></th>
<th><strong>LaDeʔ</strong></th>
<th><strong>taDê</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>vrê &gt; vrê</strong></td>
<td>iři</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>L &gt; d</strong></td>
<td>---</td>
<td>[ŋ]apân</td>
<td>[d]oa</td>
<td>---</td>
<td>[d]aDeʔ</td>
<td>---</td>
</tr>
<tr>
<td><strong>D &gt; dʒ</strong></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>da[ŋ]eʔ</td>
<td>ta[ŋ]ê</td>
</tr>
<tr>
<td>*[ŋ] ∈ /ŋ/</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>tanê</td>
</tr>
<tr>
<td><strong>Surface:</strong></td>
<td>iři</td>
<td>nápân</td>
<td>doa</td>
<td>źjik</td>
<td>daʒeʔ</td>
<td>tanê</td>
</tr>
</tbody>
</table>

(c) **Pre-Mundurukú**

<table>
<thead>
<tr>
<th></th>
<th>*gr̥</th>
<th>*dapoņ</th>
<th>*doa</th>
<th>*žjik</th>
<th>*daŋe</th>
<th>*taŋe</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Change in NH plus</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*d &gt; d / n</td>
<td>---</td>
<td>napôn</td>
<td>doa</td>
<td>---</td>
<td>daŋe</td>
<td>---</td>
</tr>
<tr>
<td><strong>Surface:</strong></td>
<td>gr̥</td>
<td>napôn</td>
<td>doa</td>
<td>źjik</td>
<td>daŋe</td>
<td>tanê</td>
</tr>
</tbody>
</table>

(d) **Mundurukú**

<table>
<thead>
<tr>
<th></th>
<th>*tʃ &gt; ʃ / _i</th>
<th>---</th>
<th>---</th>
<th>---</th>
<th>źik</th>
<th>---</th>
<th>---</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>gr̥</td>
<td>nápôn</td>
<td>doá</td>
<td>źik</td>
<td>daŋe</td>
<td>tanê</td>
<td></td>
</tr>
<tr>
<td><strong>Surface:</strong></td>
<td>gr̥</td>
<td>nápôn</td>
<td>doá</td>
<td>źik</td>
<td>daŋe</td>
<td>tanê</td>
<td></td>
</tr>
</tbody>
</table>

5.7 **The origin of *si**

If we look back at Table 5.1 and compare the number of occurrences of the sequence /ʃi/ (=37) to the number of the sequence /si/ (=0), the first hypothesis is that /s/ is realized as [ʃ] before a high front vowel: s → ʃ / _i. Here I reject this hypothesis, and show that *si is another accidental gap caused by historical changes.

5.7.1 **Native versus borrowed vocabulary**

One way to approach the restriction *si is to say that /s/ is realized on the surface as a palatal fricative [ʃ] in the context / _i. This is of course plausible since palatalization s → ʃ / _i is
commonly attested cross-linguistically. An additional observation that could support this analysis is the fact that \(/s/\) is the most frequent consonant in the context \(+/i/\), with 18% of the total number of combinations consonant + \(/i/\), given in Table 5.1. The problem with this analysis is that there is no evidence, synchronic or diachronic, to assert that \(/s/\) is or was neutralized to \([\text{f}]\) before the high front vowel, or even that the sequence \(si\) is prohibited in the language.

Synchronously, there is no case which could reveal an alternation \(s/\text{f}\). On the contrary, the sequence \(si\) does occur in the language, though not in native words. For example, in the words \(pasí\)á ‘to go for a walk’, borrowed from Portuguese \(pa[si]ar \sim pa[se]ar\), and for some speakers, \(basí\)á ‘a metal basin’, from Portuguese \(ba[s]i/a\). The distribution of \(/s/\) parallels that of a word-initial \(/r/\) in that it exhibits a controversy between native versus borrowed words. There are no cases of the sequence \(si\) in the native vocabulary, but there are in borrowings. The explanation proposed for this controversy is similar to that proposed for \(*\#r/\) in the synchronic grammar of Mundurukú; the absence of sequences \(si\) in the native vocabulary is an accidental gap, originated from historical processes of deletion and change in vowel quality (§5.7.2). The historical investigation also provides evidence for arguing against a palatalization process such as \(s \rightarrow [\text{f}] /i/\) in the history of \(/s/\) in the Mundurukú family, as we see next. Synchronically, borrowings prove this assumption to be correct as the Portuguese words introduced in the language retained the sequence \(si\), otherwise we would expect them to realized as \(*pa\text{f}ì/a\) and \(*ba\text{f}ì/a\) instead of \(pasí\)á and \(basí\)á, respectively.

5.7.2 The history of \(/s/\) in Mundurukú

Consider the correspondence set VIII in Table 5.14. It shows that sequences \(si\) were eliminated via a process of deletion of \(/s/\) before the high vowel \(/i/\), both word-initially and word-medially.

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>íporó</td>
<td>síporó</td>
<td>wild cat</td>
</tr>
<tr>
<td>ípádá</td>
<td>sípala</td>
<td>macaw, sp.</td>
</tr>
<tr>
<td>o-(i)-pik</td>
<td>o-sí-pik</td>
<td>It burned.</td>
</tr>
<tr>
<td>3Su-?-be.burned</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.14. Correspondence set VIII: \(\emptyset/i\)-si
This set corresponds to a proto-sequence that can be identified as Proto-Mundurukú **si, and to a process of deletion of **s before /i/.

(42) Proto-Mundurukú        Mundurukú
    (a) **sipɔɾɔ > iporo  ‘wild cat’
    (b) **sipala > ǐpádá  ‘macaw, sp.’
    (c) **o-si-pik > o-ι-pik  ‘It burned.’

Now consider the correspondence set IX. Here /s/ was preserved but Mundurukú and Kuruaya exhibit a difference in the quality of the following vowel: /i/ in Kuruaya and mostly /ɔ/ in Mundurukú.

Table 5.15. Correspondence set IX: sv/si

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>wàsɔ</td>
<td>oši</td>
<td>bird</td>
</tr>
<tr>
<td>sɔé-dɔp</td>
<td>ǐšie</td>
<td>fish, sp.</td>
</tr>
<tr>
<td>mɔ-sɔrɛ-bɔ</td>
<td>lo-šire</td>
<td>electric fish</td>
</tr>
<tr>
<td>mɔšɔk-ɡa</td>
<td>màšik</td>
<td>manioc</td>
</tr>
<tr>
<td>košɔ-da</td>
<td>kósi-la</td>
<td>babaçu (plant, sp.)</td>
</tr>
</tbody>
</table>

The reconstructed form for the correspondence sɔ/si is **si. As a working hypothesis, the proto-vowel **i was fronted in Kuruaya, **si > si, but lowered to /ɔ/ in Mundurukú, **si > sɔ, as illustrated in (43).

(43) Proto-Mundurukú    Mundurukú    Kuruaya    Gloss
    (a) **oasĩ    wàsɔ    oši    ‘bird’
    (b) **masik    mɔšɔk    màšik    ‘manioc’
    (c) **kɔsi    kosɔ    kósi    ‘babaçu’

There is an apparent exception to this set, namely the pair sɔé-dɔp / ǐšie ‘fish, sp.’. Here Kuruaya /si/ corresponds to Mundurukú /so/. I suggest that Proto-Mundurukú **isie first
developed into Pre-Mundurukú *isoe, and then into soe' in Mundurukú, where o > o and the initial vowel /i/ was deleted.

(44)  Proto-Mundurukú    Pre-Mundurukú    Mundurukú  
**isie     *isoe     soe-døp    ‘fish, sp.’

Another interpretation of the correspondence set IX is that the proto-vowel is **i/ but changed its quality to /œ/ in modern Mundurukú (see Picanço 2004). In this case the proto-forms in (43) would be: **oasi, **masik, and **kosi, respectively. However, there is considerable evidence that the proto-vowel **i, not **i, lowered to /œ/ in Mundurukú, irrespective of this environment. In this sense, the change **i > œ is independent of any prohibition on the sequence si. Table 5.16 gives the correspondence œ/i, which is reconstructed as **i.

Table 5.16. Correspondence set X: œ/i

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Proto-Mundurukú</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>pøy-bó</td>
<td>piy</td>
<td>**piy</td>
<td>snake</td>
</tr>
<tr>
<td>tøp / døp</td>
<td>tip / lip</td>
<td>**tip / **Lip</td>
<td>leaf</td>
</tr>
<tr>
<td>tøbyy / døbyy</td>
<td>tobiy / loby</td>
<td>**toby / **Loby</td>
<td>sling</td>
</tr>
<tr>
<td>o-kə</td>
<td>o-ki?</td>
<td>**o-ki?</td>
<td>my cultivated garden</td>
</tr>
<tr>
<td>aböt</td>
<td>abit</td>
<td>**abit</td>
<td>an old lady</td>
</tr>
<tr>
<td>kɔyάxe</td>
<td>kiyade</td>
<td>**kiyadeCe</td>
<td>the day after tomorrow</td>
</tr>
<tr>
<td>tʃo / dʃo</td>
<td>tʃi / di</td>
<td>**Ci / Di</td>
<td>to go</td>
</tr>
<tr>
<td>o-bøtét</td>
<td>o-bitet</td>
<td>**o-bitet</td>
<td>my name</td>
</tr>
<tr>
<td>i-tʃɔk</td>
<td>i-tʃik</td>
<td>**i-Cik</td>
<td>It’s cold.</td>
</tr>
<tr>
<td>ābø / abó</td>
<td>abi</td>
<td>**abi</td>
<td>Who?</td>
</tr>
<tr>
<td>o-bó</td>
<td>o-bi?</td>
<td>**o-bi?</td>
<td>my finger/hand</td>
</tr>
<tr>
<td>i-pørôk</td>
<td>ɨ-pirik</td>
<td>**i-pirik</td>
<td>It’s smoked.</td>
</tr>
</tbody>
</table>
There is another historical source for /s/ in Mundurukú. Compare now the examples in the correspondence set XI in Table 5.17. Here Mundurukú has the sequence psV where Kuruaya has biV. Contrary to the cases examined above, this set cannot be reconstructed as Proto-Mundurukú **s.

Table 5.17. Correspondence set XI: psv/biv

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ipsóy</td>
<td>ibioy</td>
<td>duck</td>
</tr>
<tr>
<td>y-opsa</td>
<td>i-bia</td>
<td>his/her liver</td>
</tr>
<tr>
<td>kópsó</td>
<td>kóbía [kómí-á]</td>
<td>insect, sp.</td>
</tr>
</tbody>
</table>

Following a proposal by Rodrigues (1995), these sequences are reconstructed as shown in (45), in which Mundurukú psV and Kuruaya biV are the reflexes of Proto-Mundurukú **piV.7

(45) Proto-Mundurukú **piV

\[ \begin{array}{c}
\text{Mu: psV} \\
\text{Ku: biV}
\end{array} \]

The reconstructed form **piV did not change much in Kuruaya, where it simply underwent voicing: **piV > biV. This may be because the three cases with this correspondence are all intervocalic; so far I have not found any cases word-initially. Thus voicing in Kuruaya may be attributed to the position where the sequence **piV occurred, i.e. intervocally.

Conversely, **piV did not undergo voicing in Mundurukú. Here the changes are more complex, as shown in (46), and involve (i) the realization of /?/ as creaky voice on the vowel: ***pi?V > piV; (ii) the realization of the sequence /pi/ as palatalization on the labial stop (p’): **piV > p’V; (iii) the change from a palatalized p’ to an affricate p’: p’V > p*V; and (iv) finally, the reinterpretation of the affricate p’ as a sequence p-s: *p’ > p-s. (The difference between a sequence stop + fricative and an affricate was discussed in Chapter 4.)

---

7 Evidence for **piV comes from other Tupi languages (Rodrigues 1995). For example, the word for ‘egg’ corresponds to Aweti -upi?a, Juruna ubiťá, Mekens -upia, and Wayoro -ipia. In Mundurukú /?/ was lost, leaving creaky voice on the vowel.
The historical facts thus show that s → ñ /_i was never part of the grammar of Mundurukú. Consequently, there is no reason to assume a process such as s → ñ /_i based solely on distributional patterns, i.e. the absence of si in native words versus the high number of sequences Si in the language. If sequences si were eliminated by deleting **s before /i/, or by changing the quality of the vowel, why should the absence of si in the native vocabulary be accounted for differently?

Let us assume for a moment that the language had a constraint prohibiting the sequence si, call it *si (i.e. a combination /s/ + /i/ is prohibited). To satisfy *si, deletion of /s/ was used as a strategy, not a palatalization process such as s → ñ /_i. Therefore, if the language never invoked the process, why should we now say it does? Borrowings like pasía and basíaʔá are a good argument against this assumption, and are also an argument against the existence of a constraint *si. In this sense, deletion of /s/ may have been motivated by other factors, and the absence of si in native words may thus be regarded as an accidental gap.

### 5.8 On the history of /ñ/

We have already seen in §5.6 that one of the historical sources for /ñi/ in Mundurukú was the change *ʧi > ñi. This section examines another change that also resulted in the sequence /ñi/,
namely **k^{i}V > ŋi > ɨi. The proto-sequence is represented here as **k^{i}V because the data does not suffice to determine the exact quality of the vowel that triggered palatalization of Proto-Mundurukú **k (but see below).

It is important to note that Kuruaya lacks the sequences ŋi and ŋi, and Mundurukú lacks the sequence ŋ. In Mundurukú, ŋi developed out of Pre-Mundurukú *ŋi and **k^{i}V. As for *ŋ, this restriction will be discussed shortly.

First, let us consider the correspondence ŋ/ŋ for which the proto-phoneme *ŋ is reconstructed.

Table 5.18. Correspondence set XII: ŋ/ŋ

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Proto-Mundurukú</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>jã̃ip</td>
<td>jã̃ip</td>
<td>**jã̃ip</td>
<td>piquia tree</td>
</tr>
<tr>
<td>daʃá</td>
<td>láʃa</td>
<td>**Laʃa</td>
<td>fire/firewood</td>
</tr>
<tr>
<td>oʃet</td>
<td>óʃetki?</td>
<td>**oʃet</td>
<td>I slept.</td>
</tr>
<tr>
<td>daʃew</td>
<td>láʃoy</td>
<td>**Laʃew/oy</td>
<td>fish, sp.</td>
</tr>
<tr>
<td>toʃaw</td>
<td>tóʃaw</td>
<td>**toʃaw</td>
<td>chief</td>
</tr>
</tbody>
</table>

Now consider the second set. Mundurukú has ŋi where Kuruaya has ki.

Table 5.19. Correspondence set XIII: ŋi/ki

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ŋiri</td>
<td>kiri</td>
<td>‘a little parrot’</td>
</tr>
<tr>
<td>taʃip</td>
<td>tákip</td>
<td>‘It’s hot.’</td>
</tr>
<tr>
<td>ŋin</td>
<td>kîn</td>
<td>‘pancake’</td>
</tr>
<tr>
<td>ŋiʃágap</td>
<td>kîdap</td>
<td>‘shelter’</td>
</tr>
<tr>
<td>iʃeé</td>
<td>ikie</td>
<td>‘his/her skin’</td>
</tr>
<tr>
<td>odaʃit</td>
<td>olakit</td>
<td>‘my daughter (male speech)’</td>
</tr>
</tbody>
</table>
In Table 5.19 we find that the palatal fricative /ʃ/ corresponds to Kuruaya /k/ before the high vowel /i/. At first glance, this correspondence suggests that the Proto-Mundurukú sequence **ki underwent a process of palatalization, followed by loss of the stop component: **ki > *ʧi > ʃi. However, the existence of forms whose sequences /ki/ were not affected shows that palatalization may not have been triggered by **/i/. A change such as **ki > *ʧi > ʃi should have left a gap in the distribution of /k/, because it would have eliminated sequences ki altogether. However, this is not the synchronic pattern, and sequences ki are found in Mundurukú, as (47) illustrates.

(47)  
(a)  akíritée  ‘dog’  
(b)  kíp  ‘louse’  
(c)  tabəkí  ‘fish, sp.’  (from Portuguese tambaqui)  
(d)  kisé  ‘knife’  
(e)  bekít  ‘child’  
(f)  akidʒó  ‘yard’  
(g)  ikítpit  ‘younger brother of a man’  
(h)  ikibít  ‘younger sister of a woman’  
(i)  okipít  ‘my younger brother (female speech)’  
(j)  ibʃíkíbi  ‘his/her shoulder’  
(k)  ikit  ‘It’s unripe, green’  
(l)  saríkíta  ‘manioc flour’

For some of these we find corresponding words in Kuruaya, a fact that give us basis to reconstruct sequences /ki/ as **ki in Proto-Mundurukú.

(48)  
(a)  Mundurukú  Kuruaya  Proto-Mundurukú  Gloss  
    kíp  kíp  **kip  ‘louse’  
(b)  bekít  bíkit  **bikít  ‘child’
The issue here is that Kuruaya has a sequence /ki/ corresponding to two sequences in Mundurukú, /ki/ versus /ʃi/. We cannot reconstruct both as **ki because palatalization, if it applied regularly, should have affected all proto-sequences **ki.

An alternative hypothesis then is that the difference between the correspondences ʃi/ki and ki/ki is due to a difference in the quality of the vowels that followed the proto-phoneme **k. For the correspondence ʃi/ki, I propose the pre-proto-sequence ***kV, which was already in the process of palatalization in Proto-Mundurukú, thus **kʃV. The exact quality of this vowel is not clear at this point, but there are some indications. For example, the word for ‘hot’ – taʃip in Mundurukú and takip in Kuruaya – corresponds to oki in Karitiana, -akup in Aweti, -akup in Mawé, akop in Tupari, and is reconstructed as **-akup for Proto-Tupi (Rodrigues 1995). This suggests that the pre-proto-sequence might have been ***ku, which was realized as **kʃu in Proto-Mundurukú. However, given that this is the only case found thus far, I will make use of the notation ***kV/**kʃV.

As for the correspondence ki/ki, we can reconstruct it as **ki for Proto-Mundurukú. Thus **kʃV and **ki were kept distinct in Mundurukú; their reflexes are the sequences /ʃi/ and /ki/ respectively; but in Kuruaya, **kʃV and **ki merged, and we now find only the sequence /ki/. Although it is proposed that **kʃ and **ki coexisted in Proto-Mundurukú, I do not mean to imply that they were independent phonemes; they might have been allophones of **k.

<table>
<thead>
<tr>
<th>(49)</th>
<th>Mundurukú</th>
<th>Kuruaya</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proto-Mundurukú</td>
<td>**kʃV/**ki</td>
<td>**kʃV/**ki</td>
</tr>
<tr>
<td></td>
<td>ʃi</td>
<td>ki</td>
</tr>
<tr>
<td></td>
<td>ki</td>
<td></td>
</tr>
</tbody>
</table>

These changes are illustrated below. The hypothesis is that between Proto-Mundurukú and Pre-Mundurukú, **kʃ was realized as a plain affricate *ʧ and, consequently, merged with *ʧ that originated from ***Ci, examined in §5.6. This explains why Mundurukú has only /ʃi/ as the reflex of both ***Ci and ***kV. If ***kV became *ʧi in Pre-Mundurukú, then the change *ʧi > ʃi included not only the reflexes of ***Ci but also those of ***kV.
(50) Pre-Proto-Mundurukú ***Cik ***takVp ***kip
Proto-Mundurukú **ʧik **takVp **kip
Pre-Mundurukú *ʧik *taʧip *kip
Mundurukú jɪk taʧip kip
‘mosquito’ ‘be hot’ ‘louse’

Turning now to the absence of /ʃ/ before /ə/, neither Mundurukú nor Kuruaya have this sequence; precisely, the restrictions are *ʃi in Kuruaya and *ʃə in Mundurukú. There is synchronic evidence from alternations that the sequence /ʃə/ is in fact prohibited in Mundurukú. Consider now a pattern of reduplication with a fixed vowel /ə/ ‘not so’, illustrated below.

(51) (a) i-pak-pók ‘It’s not so red.’
3Su-be.red-RED
(b) y-api-n-pán ‘It’s not so short.’
3Su-be.short-RED

If the base contains /ʃ/, as in the following examples, this consonant is not copied because a sequence ʃə would emerge in the reduplicant. Instead, /ʃ/ is replaced by /s/.

(52) (a) i-poʃi-só ‘It’s not so heavy.’ *ipoʃiʃó
3Su-be.heavy-RED
(b) t-aʃip-sóp ‘It’s not so hot.’ *taʃipʃóp
3Su-be.hot-RED
We must thus assume that the language prohibits a combination /ʃ/ + /ə/, which is here represented by the constraint *ʃə.

(53) *ʃə – A sequence ʃə is prohibited.

An analysis of the prohibition *ʃə in reduplication is offered in Chapter 9, where reduplication with fixed vowels are examined.

5.9 Conclusion

To sum up, from the eleven restrictions identified in the beginning of this chapter (*wo, *yi, *ʔy, *dɔ, *tʃi, *dʒi, *ʃə, *mi, *ni, *ɲi), five are accidental (*tʃi, *dʒi, *si, *ni, *ɲi), as the result of various sound changes; and five are systematic (*dɔ, *wo, *yi, *ʔy, *ʃə), in the sense that there is synchronic evidence that the grammar disallows these sequences. There is one, *mi, for which I have not found a diachronic explanation; but it is worth noting that the sequence [mi] does occur in borrowings: kamifá ‘shirt’, from Portuguese camisa. Thus, this too may be considered as accidental. For these, I assume that they are not prohibitions, but simply gaps in the distribution of the respective consonants.

All the changes and their consequences for the grammar can be summarized as follows.

Change **L > *d. In Mundurukú /d/ and /n/ developed out of the proto-phoneme **L. This consonant underwent fortition in Pre-Mundurukú, where it was realized as *d, and had two allophones: [d] in oral environments and [n] in nasal environments.

Change in nasal harmony and the split *d > d/n. Between Pre-Mundurukú and the modern period, nasal harmony changed into a system with opaque segments. This change caused the allophones [d] and [n] of the pre-phoneme *d to be phonologized as /d/ and /n/, respectively, according to the environments they occurred. This change affected the phonemic inventory because a new contrast between /d/ and /n/ emerged. The most significant consequence was a gap left in the distribution of /d/, which ended up restricted to oral contexts. This explains the emergence of the phonotactic restriction *dɔ in the language.
Conflict with consonant mutation. The change *d > d/n had also an effect on grammatical structure because it came to be in conflict with a morphophonological alternation: voicing alternation. After the change, speakers had to choose either the oral or nasal variant to represent the voiced variant of some morphemes. The change *d > d/n determined that all /n/’s should be preserved where they occurred previously, regardless whether the following vowel was underlyingly nasal or nasalized via spreading, but consonant mutation determined that the oral variant was generally /d/ unless the following vowel was nasal. This conflict caused the re-interpretation of the gap in the distribution of /d/ as a language-specific constraint: *dV.

The change ***L > **n > r / _i. The absence of the sequence ni in Mundurukú was explained by another sound change in which **L was realized as Proto-Mundurukú **n before the high vowel. This **n later developed into /r/ in Mundurukú.

The restrictions *ci, *ji, and *ŋi [ŋi] are all explained by the change ***C > **ʧ, **D > *ʧ/*ʤ > ʧ, ʤ, [ŋ]. The change ***C > **ʧ, **D, eliminated the sequence **Di already in Proto-Mundurukú; subsequent changes turned **D into Mundurukú /ʤ/ and [ŋ], but these never included the vowel /i/. Between Pre-Mundurukú and the modern period, *ʧ > ʃ / _i, eliminating all sequences ʧi in the language and filling in the gap on the distribution of /ʃ/ which did not occur before /i/. Another source for /ʃi/ was the change ***kV > **k’V > *ʧi > ʃi which overlapped with the change ***Ci > **ʧi > ʃi.

Deletion of **s. The proto-phoneme **s was deleted before the high vowel, causing another gap in the language: the absence of sequences si in the native vocabulary. The fact that the language has acquired borrowings with sequences si shows that synchronically there is no such a restriction on these sequences.
CHAPTER 6

Nasal Harmony

6.1 Introduction

In examining the history of the phonotactic restrictions in Mundurukú, I pointed out several times the importance of nasalization in the language. In this chapter, I provide an OT analysis of the synchronic nasalization systems of Mundurukú (§6.4) and Kuruaya (§6.5), in addition to an OT account of the historical changes that gave rise to the system found presently in Mundurukú (§6.6). Several issues are addressed here. First, I argue for an approach in terms of the OCP-subsidiary feature effects (Padgett 1991), proposing that two features must be considered in nasal harmony phenomena: [sonorant] and [voice] (§6.3.3). Second, it is proposed that transparency and opacity in nasal harmony are very similar, and do not require a reranking of constraints. I demonstrate this with the analyses of Mundurukú, a system with opacity, and Kuruaya, a system with transparency. These languages have the same ranking of constraints, but with one crucial difference: the sequential prohibition *Oral Nasal (Pulleyblank 2002) is defined locally for Mundurukú and non-locally for Kuruaya, but in both languages the ranking is *Oral Nasal >> DepPath. Third, in §6.4.2 I speculate about the relation trigger-target, suggesting that there is a correlation between triggers and targets; languages tend to include a greater number of segments in the process if the trigger is a nasal vowel, than if the trigger is a nasal consonant. I conclude the chapter by comparing Mundurukú and Kuruaya, and providing an OT account of the relative chronology of the changes in nasal harmony.

I begin by presenting the data relevant to the analysis of Mundurukú.

6.2 Nasal harmony: general aspects

Mundurukú does not only exhibit a contrast between oral and nasal vowels, discussed in Chapter 2, but nasal vowels exhibit the property of spreading nasality to adjacent segments. The pair in (1) illustrates the oral-nasal opposition and nasal spread.

(1) (a) o-éʔɔ̃ → ōɛʔɔ̃ ‘S/he died.’
     3Su-Poss-not.exist

(b) i-ɛə → iɛə ‘It’s swollen.’
     3Su-be.swollen
On descriptive grounds, nasal harmony has the following properties.

(i) Nasalization is triggered by a nasal vowel.

(ii) It targets the class of [+sonorant] segments: vowels, nasals and approximants (w, y, r, ?, h). A justification for the classification of the laryngeals /?, h/ as [+sonorant] is provided in §6.4.1.

(iii) It is blocked by the class of [-sonorant] segments: stops and fricatives.

(iv) Nasalization is regressive.

Nasal harmony is illustrated in the following data. They show the participation of the liquid /r/, in (2)a-c, glides /w, y/, in (2)d-f, and nasals, in (2)g-h.

(2) (a) /ˈɔrɔ/ \rightarrow ɔrɔ  ‘maracanã bird’

(b) /korɔrɔŋ-ta/ \rightarrow kɔɾɔrɔŋta  ‘cicada’
cicada-CL

(c) /bɔrɔ-bɔ/ \rightarrow bɔrɔbɔ  ‘cotton string’
cotton-CL

(d) /waɛn/ \rightarrow wɔɛn  ‘oven’

(e) /kawɛ-di/ \rightarrow kawɛdi  ‘beverage’
beverage-CL

(f) /wayɔm-pɔ/ \rightarrow wɔyɔmpɔ  ‘tipiti’ (artifact for squeezing manioc)
tipiti-CL

(g) /wenɔ-ɡɪp/ \rightarrow wɛnɔɡɪp  ‘Brazil nut tree’
nut-CL

(h) /e-nɔy/ \rightarrow ɛnɔy  ‘your teeth’
2-tooth

1 A glide in coda position also assimilates nasality from a nasal vowel, but here I will not deal with rightward spread.
The following examples illustrate the participation of the laryngeals /ʔ, h/. A justification for assuming that they are phonologically nasalized in nasal harmony is presented in §6.4.1.

(3) (a) /e-ôhô/ → ẽôhô ‘your domestic animal’
2-domestic.animal

(b) /àiî/ → ăiî ‘mother’ (Vocative)

(c) /w-a?ô/ → wâ?ô ‘my speech, language’
1-voice

(d) /ka-ʔôŋ-tot/ → kâʔôŋtot ‘broom’
thing-sweep-CL

(e) /w-e-ʔê/ → wêʔê ‘my mortar’
1-Poss-mortar

(f) /pira-ʔê/ → pîrâʔê ‘cured fish’
fish-cured

Nasality spreads throughout an entire word, unless it encounters an obstruent (a stop or fricative) which interrupts the process. This is shown by the examples below; (4)a-c show blocking by voiceless stops, (4)d-e by voiced stops, and (4)f-g by fricatives.

(4) (a) /tjôkôn/ → tjôkôn ‘toucan’

(b) /wapôrôm/ → wapôrôm ‘açaí palm’

(c) /ikoérô/ → ikôérô ‘fly’

(d) /kaďarâw-ʔa/ → kaďarâwʔa ‘a big pot’
pot-CL
All these aspects will be examined in the following sections. §6.3 deals with theoretical assumptions necessary for the analysis, including the issue on locality conditions (§6.3.1), (in)compatibility with features (§6.3.2) and harmony as the result of the OCP constraint (§6.3.3). OT accounts of nasal harmony in Mundurukú and Kuruaya are proposed in §6.4 and §6.5, respectively. The participation of laryngeals in nasalization is examined separately in §6.4.1 where I defend the idea that the phonetic realization of /ʔ, h/ in the language permits us to assume that they are compatible with nasalization. In §6.4.2 I explore the nature of the relation triggers versus targets in nasal harmony, suggesting that languages tend to include more targets in the process if the trigger is a nasal vowel, whereas the number of targets is smaller if the trigger is a nasal consonant. This observation is based on Walker’s (1998) nasal harmony database. I then turn to the diachronic aspects of nasal harmony and provide an OT account of the relative chronology that gave rise to the modern system of Mundurukú. In addition, I discuss the consequences of this change for the synchronic grammar, and how it explains the irregularities of the process.

First let me introduce some theoretical points that will be relevant for the analysis. Here I make use of two fundamentals: one is locality on nasal harmony, the other is grounding conditions, in the spirit of Archangeli and Pulleyblank (1994).

### 6.3 Theoretical assumptions

#### 6.3.1 Locality

A major obstacle linguists face in analyzing harmony phenomena is the local versus non-local character of a harmonic feature [F]. In one view (e.g. Goldsmith 1976), skipping a segment β is tolerated if β lacks specifications required for [F].

(e) /w-e-bʊro-bɔ/ $\rightarrow$ webʊro-bɔ ‘my cotton string’

1-Poss-cotton-CL

(f) /pʊsŋ/ $\rightarrow$ pʊsŋ ‘medicine’

(g) /iʃiwaʔa/ $\rightarrow$ iʃiwaʔa ‘fish, sp.’

fish-CL
(5) $\alpha \beta \gamma$  
\[ \sqrt{\text{[F]}} \]  

Where $\alpha$, $\beta$, $\gamma$ are any segments, and F is any feature.

Others (e.g. Archangeli and Pulleyblank 1994; McCarthy 1994; Flemming 1995; Gafos 1996; Ni Chiosáin and Padgett 1997; Walker 1998) argue for strict segmental locality in the sense that every segment within the domain of [F] is participant, (6)a; gapped configurations, as in (6)b, are in this view considered to be universally ill-formed.

(6)  
\[ (a) \alpha \beta \gamma \quad (b) *\alpha \beta \gamma \]  
\[ \sqrt{\text{[F]}} \quad \sqrt{\text{[F]}} \]  

For cases of harmony with transparent segments, the configuration in (6)a relies on the assumption that that $\beta$ still realizes (is coarticulated with) [F], but because coarticulation is weak, it is invisible to the phonology (Ni Chiosáin and Padgett 1997). (7) shows schematically how strict locality is satisfied. The dashed line indicates that $\beta$ realizes [F] but only at the phonetic level.

(7)  
\[ \alpha \beta \gamma \]  
\[ \sqrt{\text{[F]}} \]  

Phonetic level: $\alpha$, $\beta$, $\gamma$ realize [F].  
Phonological level: only $\alpha$, $\gamma$ are legitimate targets for [F].

In the analysis of nasal harmony in Mundurukú (§6.4) and Kuruaya (§6.5), I also argue for strict segmental locality, i.e. nasality must spread from segment to segment. I am, however, careful in adopting strict adjacency as advocated by Ni Chiosáin and Padgett. In their view, locality is a phonological principle that must be respected at the phonetic level. [F] overlaps the articulatory configuration for $\beta$ (locality is phonetically respected), but the effect is not enough to be phonologically relevant. In a view that tries to integrate phonetics and phonology, the question is: How much must a feature affect a segment so to be regarded as ‘phonologically relevant’?

Mundurukú and Kuruaya exhibit an important difference. Mundurukú has a system in which sonorants undergo nasalization and voiced and voiceless obstruents block the process; Kuruaya, on the other hand, has a system in which sonorants and voiced obstruents undergo nasalization and voiceless obstruents are transparent (see details in §6.5). The problem here is transparency. According to Ni Chiosáin and Padgett, to validate [nasal] on both vowels in a
sequence such as āporīm → āporīm ‘açâì palm’, nasalization must also be phonetically realized in the stop. This implies that the language realizes [p] with a lowered velum if surrounded by nasalized vowels. From the point of view of the phonology, however, nasality on [p] is not enough to be relevant. Here ‘not enough’ may be interpreted in two ways. One is that the velum remains lowered until shortly after the oral closure for [p], prenasalizing the stop: [ãmpo…]. Another interpretation is that the velum remains slightly open during the production of [p], while it is fully open for the vowels: [āpō…]. (A double tilde is to indicate that nasalization on vowels is heavier than nasalization on [p].)

In the first case, [ãmpo…], nasalization overlaps articulation for [p], but lowering of the velum is not a continuous gesture; it lowers for the first vowel, then closes for most part of [p], and lowers again for the following vowel. This is not consistent with the configuration in (7), which treats harmonic features as a continuous, uninterrupted gesture.

In the second case, nasality is a continuous gesture, that is, the velum remains lowered throughout the entire sequence, but the velar gesture must be synchronized so that nasalization on [p] must not be equivalent to nasalization on the vowels, otherwise it would be phonologically relevant. Even though this is consistent with the configuration in (7), a nasalized [p] is not articulatorily plausible since buccal segments and velum lowering are incompatible. As Ohala and Ohala (1993: 227) explain, “the velic valve must be closed (i.e. the soft palate must be elevated) for an obstruent articulated further forward than the point where the velic valve joins the nasal cavity and the oral cavity.”

Another problem in generalizing the coarticulatory effects of harmonic features at an abstract level is the conflict it creates between phonetic and phonological effects. A general assumption about coarticulatory effects is that they do not involve manipulation of feature values (Keating 1995). On the contrary, coarticulatory effects are governed by phonological distinctions – the more contrasts need be maintained, the weaker the coarticulatory effects (Solé 1992). Consider again the case of transparent obstruents. Nasality targets a different set of segments, but in Ñí Chiosáin and Padgett’s approach, all segments must realize the feature in order to satisfy locality. To achieve this, the realization of [+nasal] must be manipulated in such a way that the outcome cannot be interpreted by the phonology as a legitimate target. In other words, the amount of nasalization in a non-target must be controlled so to avoid a conflict with the phonology. This can no longer be considered as a coarticulatory effect, but a phonological property that would define certain segments as being specifically ‘non-targets’.
Furthermore, (7) discards the generalization of featural compatibility by treating any segment as compatible with \([F]\). In assuming that \([F]\) is coarticulated with \(\beta\), we must also assume that \(\beta\) does not resist \([F]\), and it is well known that interpolation due to coarticulation depends mostly on the segment’s coarticulatory resistance (Blandon and Nolan 1977). Lindblom (1983) makes use of the notion *coarticulatory propensity* to say that coarticulatory effects may be minimized to resolve conflicts related to incompatibility of feature combinations. The more \(\beta\) resists \([F]\), the less coarticulatory effects there will be between \([F]\) and \(\beta\). While this may not be the case for a number of harmonic features (see Ní Chiosáin and Padgett for some examples), a similar generalization does not hold for the feature \([+\text{nasal}]\), and there is evidence showing that transparent oral obstruents in nasal harmony phenomena remain oral (e.g. Walker 1998).

From all this it follows that it is difficult to quantify the different degrees of featural overlapping to obtain substantial evidence for the universal validity of the structure in (7) as a way of satisfying locality in harmony phenomena. Here I pursue a hypothesis that recognizes a gapped configuration as universally ill-formed, (8)a. \(\beta\) is, in principle, a potential target within the domain of a harmonic feature \([F]\), but the realization of \([F]\) in \(\beta\) depends crucially on one factor: \(\beta\) must be compatible with \([F]\) (see next in §6.3.2 for details in what features are compatible with \([\text{nasal}]\)). If \(\beta\) is not compatible with \([F]\) and intercalates two legitimate targets, \([F]\) is interrupted, as in (8)b. The ‘transparency’ effect arises if a requirement demanding \([F]\) to be manifested in all compatible segments overrides the incompatibility of \(\beta\) with \([F]\), forcing the phonology to ‘repeat’ the gesture after it has been interrupted, (8)c.

\[
\begin{align*}
(8) & \quad (a) \quad *\alpha \beta \gamma \\
     & \quad (b) \quad \alpha \beta \gamma \\
     & \quad (c) \quad \alpha \beta \gamma
\end{align*}
\]

\(\) [F] \quad [F] \quad [F] \quad [F]

In this approach the feature \([+\text{nasal}]\) can be a continuous gesture, but only if all segments in the domain are compatible with it; incompatibility causes interruption (blocking) or discontinuity (transparency) of the gesture.

### 6.3.2 Grounding conditions

Archangeli and Pulleyblank (1994) brought forth, among other things, the core aspects of the relation between phonetics and phonology: grounding conditions, defined in (9). They argue for a model in which statements governing cooccurrence of features (path conditions) are phonetically motivated.
(9) Grounding Conditions (Archangeli and Pulleyblank 1994: 177)

I. Path conditions invoked by languages must be phonetically motivated.

II. The stronger the motivation for a path condition $\Phi$,
   a. the greater the likelihood of invoking $\Phi$,
   b. the greater the likelihood of assigning a wide scope to $\Phi$ within a grammar; and vice versa.

In all surveys of nasal harmony (e.g. Piggott 1992; Cohn 1993; Walker 1998; see also Pulleyblank 1989), the general observation is that vowels exhibit the strongest interaction with nasalization, whereas voiceless obstruents are typically neutral. Following vowels, we find glides and then liquids. In the other extreme we find obstruents, i.e. stops and fricatives, which often resist nasalization. But if obstruents are targets in nasal harmony, it is the class of [+voiced] obstruents that is more likely to be affected. Thus, vowels, glides and liquids compose a class of segments that is most compatible with nasality, the class of [+sonorant]; obstruents form the class of least compatibility with [+nasal]. The interplay of nasality and certain types of segments is schematized in (10).

(10) Compatibility with [nasal]

\[
\begin{array}{cccccc}
\text{Vowels} & \text{Glides} & \text{Liquids} & \text{Voiced obstruents} & \text{Voiceless obstruents} \\
\text{Stronger} & \leftarrow & \rightarrow & \text{Weaker} \\
\text{[+sonorant]} & & & & \text{[-sonorant]} \\
\end{array}
\]

The feature [sonorant] can be used to distinguish two classes of segments that are (in)compatible with the feature [+nasal]: [+sonorant] is the most compatible, and [-sonorant] is the least compatible. This permits us to invoke a feature cooccurrence condition as defined below, following Archangeli and Pulleyblank (1994).

(11) Grounding condition:

(i) If [+nasal], then [+sonorant]; or
(ii) If [+nasal], then not [-sonorant].

The grounding condition is implemented here as a markedness constraint, NAS/SON.

(12) NAS/SON – If [+nasal], then [+sonorant].
An important prediction of NAS/SON is shown below. The constraint is satisfied as long as the output is [+sonorant], as in the case of an obstruent (e.g. /t/) that is realized as a plain nasal ([n]), but is violated if the output is either partially nasalized ([ⁿt]).

(13) Effects of NAS/SON.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>NAS/SON</th>
</tr>
</thead>
<tbody>
<tr>
<td>vtv</td>
<td>vⁿv[n]</td>
<td>✓</td>
</tr>
<tr>
<td>[nas]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. vⁿtv</td>
<td>vⁿv[n]</td>
<td>*</td>
</tr>
</tbody>
</table>

In addition to [+sonorant], another feature that is compatible with [+nasal] is [+voice]. In systems where nasality is not blocked, voiceless obstruents behave transparent, and voiced obstruents typically participate in the process by assimilating the feature completely. There is an interesting relation here: like glides and liquids, voiced obstruents may undergo or block nasalization, but rarely behave transparent. Voiceless obstruents, on the other hand, are either transparent or blockers, but not targets. Thus, while any segment can block nasality, only some undergo the process (see also Walker 1998). Based on this observation, I suggest that in addition to [+sonorant], the feature [+voice] is what brings obstruents closer to the group of targets in nasal harmony. The interaction between [+nasal] and sonorants is expected to be the strongest, but voiced segments are also likely to be associated with the feature. Conversely, little interaction is expected with segments that are neither sonorants nor voiced, i.e. voiceless obstruents.

I propose that the relation between voicing and nasality is based on phonetic similarity; voiced obstruents and nasal segments have in common the property of being phonetically voiced, and this similarity makes a difference in nasal harmony where the more similar elements are, the stronger the interaction (see further discussion next in §6.3.3). In general, harmony is based on (i) the segment’s compatibility with the feature [+nasal], and (ii) its similarity to the source for [+nasal].

6.3.3 Harmony via no-disagreement (Pulleyblank 2002)

Pulleyblank (2002, following Smolensky 1993) proposes deriving harmony by prohibiting feature disharmony (*F G). Pulleyblank’s proposal unifies harmony with the Obligatory Contour Principle (OCP). In the same way the OCP disallows sequences of identical elements, it also disallows featural disagreement.
(14) Sequential prohibition (Pulleyblank 2002)

*X...Y: A sequence of X, Y on a tier is prohibited.

Sequential prohibitions enforce adjacent segments to share the same value of a given feature. In the context of our discussion, the prohibition is on a sequence oral + nasal. The constraint proposed is *ORAL NASAL (Pulleyblank 2002), which evaluates segment-to-segment, irrespective of their compatibility with the feature [+nasal].

(15) *ORAL NASAL (*OR NAS)


To bring the hypothesis of harmony via no-disagreement even closer to the OCP-effects, in the accounts of nasal harmony in Mundurukú and Kuruaya, *ORAL NASAL is instantiated as a constraint that holds more strongly between segments sharing some additional feature(s), also known as the OCP-subsidiary features effects (Suzuki 1998; Padgett 1991; McCarthy 1986, 1994; Mester 1986; Selkirk 1988, 1993; Yip 1989; Pierrehumbert 1993). The idea is that *ORAL NASAL enforces assimilation if adjacent segments share subsidiary features that are most compatible with [+nasal]. These features are, according to the scale in (10) above, [+sonorant] and [+voiced]. The feature [+voiced] is used here to describe any sound that involves vibration of the vocal folds; it is redundant in sonorants but still relevant in nasal harmony, as discussed earlier (see also §6.5.)

Given these two features, [+sonorant] and [+voiced], languages may invoke one or both. For example, the set of targets in Mundurukú includes [+sonorant] segments, as shown in (16). They also share [+voiced], but this feature cannot be invoked because voiced stops are non-targets. Kuruaya, on the other hand, makes use of both features, as we will see in §6.5. (The laryngeals /?, h/ also belong to the group of targets, but these are examined separately in §6.4.1.)

(16) Features for vowels, glides, liquid, obstruents in Mundurukú

<table>
<thead>
<tr>
<th>Source</th>
<th>Targets</th>
<th>Non-targets</th>
<th>Non-targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>V</td>
<td>w/y</td>
<td>r</td>
</tr>
<tr>
<td>sonorant</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>voiced</td>
<td>(+)</td>
<td>(+)</td>
<td>(+)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stops</th>
<th>Fric</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+/-</td>
<td>-</td>
</tr>
</tbody>
</table>
The OCP-subsidiary feature effect states that two segments must agree for [+nasal] if they already share [+sonorant]. The revised version of the sequential prohibition *ORAL NASAL is provided in (17).

(17)  
*ORAL NASAL  
A [+nasal] segment may not be preceded by a [-nasal] segment if they share the feature [+sonorant].

(18) illustrates the effect of *ORAL NASAL. Given three sequences, stop + Ṽ (e.g. bṼ), glide + Ṽ (e.g. wṼ), and nasal + Ṽ (e.g. mṼ), *ORAL NASAL is violated in the sequence wṼ because glides and vowels share the feature [+sonorant], and this feature is compatible with [+nasal]; therefore both must share [+nasal].

(18)  
(a)  
[son]  
(b)  
[+nasal]  
(c)  
+m  

<table>
<thead>
<tr>
<th></th>
<th>[son]</th>
<th></th>
<th></th>
<th>[nas]</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>+</td>
<td>[+]</td>
<td>-</td>
<td>+</td>
<td>[-]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

*OR NAS  
Respected  
Violated  
Respected

Let us now consider the issue of adjacency. Here I adopt a two-way distinction of proximity between trigger and target: (i) local – i.e. segment-to-segment: * ORAL-NASAL; and (ii) non-local – i.e. one or more segments intervene between trigger and target: *ORAL…NASAL. This scale is in the spirit of Suzuki (1998; see also Pulleyblank 2002) in that proximity is seen as a harmonic scale, as in (19). However, a two-way distinction between local and non-local suffices for the analyses of Mundurukú and Kuruaya.

(19)  
Proximity hierarchy (Suzuki 1998: 82)  
*X…X = {*XX >> *X-C0-X >> *X-µ-X >> *X-µµ-X >> … >> *X-∞-X}  

The local version of *ORAL NASAL is as follows.

(20)  
*ORAL-NASAL (to be revised)  
A [+nasal] segment may not be immediately preceded by a [-nasal] segment if they share the feature [+sonorant].

Contrary to Kuruaya (to be examined in §6.5), Mundurukú [+nasal] propagation is from segment to segment, regarding that all segments are specified for the relevant feature.
6.4 Nasal harmony in Mundurukú

The advantage of enforcing harmony based on subsidiary features helps resolve the issue concerning blocking. The hypothesis proposed in the account of nasal harmony in the Mundurukú family is that nasality targets specific groups of segments. Once this requirement is satisfied, any extra association of the feature with a non-target is penalized. The constraint that penalizes associations that deviate from the input is DEPPATH (Pulleyblank 1996), here formulated as DEPPATH[nasal]. Conversely, the constraint that prevents loss of [+nasal] associations is MAXPATH[nasal], introduced in Chapter 4, and reproduced below; if [+nasal] is in the underlying representation of a segment, then it must also be present on the surface.

\[
\begin{align*}
21) \quad & (a) \quad \text{MAXPATH}[\text{nasal}] \\
& \text{Any input path between [+nasal] and an anchor must have a correspondent path in the input.}
\end{align*}
\]

\[
\begin{align*}
& (b) \quad \text{DEPPATH}[\text{nasal}] \\
& \text{Any output path between [+nasal] and an anchor must have a correspondent path in the input.}
\end{align*}
\]

In the general case, segments that are targets to the harmonic feature necessarily violate DEPPATH[nasal]; but once this requirement has been satisfied, any other association will be fatal. The ranking is given in (22). Recall that NAS/SON is an alternative to distinguish a class of segments that is most compatible with nasality, as discussed earlier in §6.3.2.

\[
\begin{align*}
22) \quad & \text{Mundurukú ranking} \\
& \text{MAXPATH[nas], NAS/SON >> *OR-NAS >> DEPPATH[nas]}
\end{align*}
\]

With this ranking, vowels that are underlyingly oral remain oral. A path between [nasal] and an anchor cannot surface in the output, unless it is already associated with a vowel in the input. Interestingly, the ranking makes it unnecessary to posit a highly-ranked constraint against featural insertion, namely DEP[nasal].
When [+nasal] is underlyingly assigned to a vowel, harmony is obligatory if the adjacent segments are also [+sonorant]. The following tableau illustrates propagation of nasality. In a sequence formed only by sonorants, the ranking $\text{MAXPATH}[\text{nas}]$, $\text{NAS/SON}$, $\text{*OR-NAS} >> \text{DEPPATH}[\text{nas}]$ determines that nasality be shared by all sonorants in the sequence.

Tableau 6.2. Nasal propagation in a sequence of sonorants: $\acute{\text{s}}\acute{\text{r}}\acute{\text{d}} \rightarrow \acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$ ‘maracanã (bird, sp.).’

<table>
<thead>
<tr>
<th>$\acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$</th>
<th>MAX PATH[\text{nas}]</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEP PATH[\text{nas}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
<tr>
<td>a. $\acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
<tr>
<td>b. $\acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
<tr>
<td>c. $\acute{\text{s}}\acute{\text{r}}\acute{\text{d}}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
</tbody>
</table>

Tableau 6.3 illustrates opacity. Once all sonorants in a sequence have been associated with the feature [+nasal], *OR-NAS is satisfied. From this point on, any association of the harmonic feature counts as a fatal violation of DEPPATH[\text{nas}]. This constraint is necessarily violated, but violations are tolerated only to satisfy the high-ranking status of *OR-NAS. When a [+nasal] feature reaches a non-target, propagation of nasality must be interrupted. This is the reason why candidate (b) loses, and (c) wins. Note also that DEPPATH[\text{nas}] treats multiply linked features and insertion of features similarly. Even if we assume that the feature [+nasal] skips the stop in a form such as $\tilde{\text{iko}}\acute{\text{e}}\acute{\text{r}}\acute{\text{d}}$, this candidate would be also excluded by DEPPATH[\text{nas}].

Tableau 6.1. Input: $\text{aro} \rightarrow \text{parrot}$.

<table>
<thead>
<tr>
<th>$\text{aro}$</th>
<th>MAX PATH[\text{nas}]</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEP PATH[\text{nas}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. $\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
<tr>
<td>b. $\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
<tr>
<td>c. $\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
<td>$\text{\checkmark}$</td>
</tr>
</tbody>
</table>
### Tableau 6.3. Opacity with voiceless obstruents: *ikoéró* → *ikoēró* ‘fly’.

<table>
<thead>
<tr>
<th>ikoéró</th>
<th>MAX PATH[nas]</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEP PATH[nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td>*!</td>
<td></td>
<td></td>
<td>*****</td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Amongst obstruents, voiced stops are also compatible with nasality, as discussed earlier in §6.3.2 (see also §6.5). But in Mundurukú they block nasal spread.

### Tableau 6.4. Opacity with voiced obstruents: *boró* → *bóró* ‘cotton plant’.

<table>
<thead>
<tr>
<th>boró</th>
<th>MAX PATH[nas]</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEP PATH[nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Diagram" /></td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
</tr>
</tbody>
</table>

### 6.4.1 The behavior of laryngeals

In nasal harmony, the laryngeals /ʔ, h/ are also targets of nasality. Nasal propagation through /ʔ/ is illustrated in (23), and through /h/ in (24).

(23)  (a)  w-aʔó → wāʔó  ‘my speech, language’

1-voice
(b) ka-ʔóŋ-tot → kāʔóŋtot  ‘broom’
thing-sweep-CL
(c) w-e-ʔë → wēʔë  ‘my mortar’
1-Poss-mortar
(d) pira-ʔé → pūrāʔé  ‘cured fish’
fish-cured

(24) (a) e-ôhó → ęôhó  ‘your domestic animal’
2-domestic.animal
(b) t-äë-hé-m → tāëēm  ‘to choose s.t.’
3Ob-choose-RED-IMPRF
(c) áīhī → āīhī  ‘mother’ (Voc.)

The analysis of nasal spread in Mundurukù is crucially one of featural compatibility, in which [+sonorant] plays a central role. Laryngeals do not pose a problem because they fall into this group, as proposed in Chapter 3. (See also Chomsky and Halle 1968 who treat them as [+sonorant].) The acoustic investigation of /h/ and /ʔ/ showed that their phonetic realizations depend largely on the context. For example, the two spectrograms below show that there is no change in the formant structures for the vowels preceding and following /h/, and the range of frequencies for the laryngeal varies depending on the vowel. In ìhì ‘winter’ the peak of energy is centered in the higher frequencies; whereas in ãhamì ‘to bite s.t.’, the region with greater energy is located in the lower frequencies.
If the phonetic shape of /h/ is determined by the context, it seems plausible to assume that it is also compatible with nasalization. In fact, Ohala (1974: 364) observes that in nasalized contexts the velum remains lowered for laryngeals such as [h] and [ʔ]: “the position of the velum during glottal and pharyngeal consonants must be largely contextually determined.” Similarly, Cohn (1990) finds that Sundanese [h] shows nasalization in nasalized environments, but no nasal airflow traces were detected for [ʔ]. However, it is not indicative that [ʔ] is produced with a raised velum; as Cohn remarks, “the lack of nasal airflow for glottal stop is due to the behavior of the glottis.” (p.67) Closure at the glottis blocks both oral and nasal airflow, but this interruption provides no indication about the position of the velum, whether it is lowered or elevated. If we define segments amenable to nasalization as those articulatorily compatible with a lowered velum, laryngeals offer no counter-evidence to this hypothesis.

Overall, Mundurukú laryngeals can without problems be assumed to be compatible with a lowered velum, especially because they are largely dependent on the contexts at which they occur. The oral realization of /h/ was already illustrated above in Figure 6.1 (see also Chapter 3). Similarly, the acoustic analysis of /ʔ/, discussed in Chapter 3, also showed that this consonant is realized according to the context: as a heavy type of creaky voicing between [+sonorant] segments, and as a complete closure following an oral obstruent. This creaky effect is comparable to creaky voice on vowels, which can also be nasal (e.g. tôm ‘powder’ and ḍepuq ‘to beat’).

However, there is one fundamental difference between creaky voice as a contrastive property of vowels and the creaky effect that results from the realization of /ʔ/: timing of
creakiness. In the former case, creaky voice is synchronized with the vowel itself, whereas in the latter, it coincides with a syllable boundary, as shown below in Figure 6.3 (and in Chapter 3).

The spectrograms in Figure 6.2 and Figure 6.3 compare /h/ and /?/, respectively, in oral and nasal contexts. For /h/, Figure 6.2, the nasalized sequence [i[h]i] exhibits an uninterrupted noise throughout the entire sequence, suggesting that [h] is fully nasalized in a nasal context, and oral otherwise.

Illustrations of /?/ in oral and nasal contexts are given in Figure 6.3. As in the case of /h/, its phonetic realization also reflects the context. Note, however, that although the glottal is not realized as a complete closure, creakiness is heavier near the transition from one segment to the other, coinciding phonologically with a syllable boundary. In Chapter 3 I hypothesized that timing of creakiness was determined phonologically because the glottal still maintains its consonantal status.
The observations above lead to the conclusion that in Mundurukú laryngeals are perfectly compatible with velar lowering. Therefore, the participation of /ʔ, h/ in nasal harmony is not surprising. To account for nasalization through laryngeals in the language, I assume that glottals have only a laryngeal node, following Clements (1985; see also Cohn 1990, 1993). I also assume that they are specified for the features [+consonantal, +sonorant]. The distinction [+consonantal] is important because they always occupy the edge of a syllable, in particular an onset position. (For further discussion on /ʔ/, see Chapter 8.)

(25) (a)  h
[+cons]  
[+son]
| Laryngeal
| [+spread glottis]

(b)  ?
[+cons]  
[+son]
| Laryngeal
| [+constricted glottis]

Phonologically, /ʔ, h/ can be seen as the voiceless and creaky reflexes of neighboring vowels, sharing with these features such as [place], [nasal], etc. Their articulatory configuration is thus an extension of the articulatory configuration of adjacent segments, except for laryngeal features. From a phonetic point of view, sequences VhV and VʔV represent extreme cases of coarticulatory effects. The gestures for the vowels are carried over the laryngeals, with only a gradual change in laryngeal gestures. In sequences VhV, the
laryngeal gestures go from voiced to voiceless to voiced again, i.e. [V\text{VV}]; and in sequences
V\text{VV}, they go from modal to creaky to modal, i.e. [V\text{VV}].

The tableau below illustrates nasality in a sequence V\text{VV}. The output \textit{wa}\textit{ô} follows from
the ranking if we assume that, phonologically, laryngeals are [+sonorant], and as such also
targets to nasal propagation.

Tableau 6.5. Nasal propagation through laryngeals.

<table>
<thead>
<tr>
<th>wa\textit{ô}</th>
<th>MAXPATH [nas]</th>
<th>NAS/S\text{ON} [nas]</th>
<th>*OR-N\text{AS}</th>
<th>DEPPATH [nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. \textit{wao}</td>
<td></td>
<td></td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>b. wao</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

The facts discussed so far have dealt with the feature [+nasal] as a property of vowels,
which is characterized phonologically as a harmonic feature. There is, however, a difference
between [+nasal] as a property of vowels and [+nasal] as a property of nasal consonants.
Mundurukú makes a clear distinction between the nature of the source for nasal harmony.
This is an important issue to address because, in languages where a nasal vowel triggers
harmony, more segments tend to be involved in the process than languages where harmony is
triggered by a nasal consonant, as I discuss next.

6.4.2 Nasal vowels versus nasal consonants in harmony systems

There seems to be a correlation between the source for nasal harmony and the classes of
segments that undergo the process. In Mundurukú, for example, there is a condition on nasal
harmony: the feature [+nasal] spreads only from a nasal vowel, and never from a nasal stop,
as the following examples show.

(26) (a) i-\textit{ô}-m \rightarrow i\textit{ô}m *\textit{iô}m \quad \text{‘to eat s.t.’}
3Ob-eat-IMPRF

(b) i-\textit{ô}-m \rightarrow i\textit{ô}m \quad \text{‘S/he will die.’}
3Su-die-IMPRF

One possible explanation is that the language contrasts [-nasal] and [+nasal] vowels
underlyingly; thus in (26)a, the vowel is not affected because it is underlyingly [-nasal]. In
fact, the language has a phenomenon that seems to support this hypothesis. In the transition
from an oral vowel to a tautosyllabic nasal consonant, orality of the vowel is maintained until after the oral closure for the nasal consonant, resulting in preoralized nasals, (27). After nasal vowels, only plain nasals surface, (28).

(27)  
(a)  
\[ i-\dot{\text{o}}-m \rightarrow i\dot{o}[^b]\text{m} \]  
3Ob-eat-IMPRF  

(b)  
\[ i-k\dot{o}-m \rightarrow ik\dot{o}[^d]\text{n} \]  
3Ob-dig-IMPRF  

(c)  
\[ ka-di\text{ŋ} \rightarrow ka-di[^g]\text{ŋ} \]  
thing-smoke

(28)  
(a)  
\[ o-\dot{\text{m}} \rightarrow ò\dot{o}[m] \]  
1Su-enter  

(b)  
\[ ð\text{e}-k\text{o}n \rightarrow ð\text{e}k\dot{o}[n] \]  
CoRef.Poss-eat  

(c)  
\[ (i)\text{t}i\text{ŋ}-?a \rightarrow (i)\text{t}i[ŋ]?a \]  
pot-CL

An acoustic analysis of preoralized nasals was provided in Chapter 3, where I suggested that the phenomenon is not a phonological process involving the feature [-nasal], but a coarticulatory effect to avoid perceptual confusion. It is well known that lowering of the velum for a nasal consonant overlaps with the articulatory configuration of preceding vowels (Clumeck 1976; Manuel and Krakow 1984; Farnetani 1986; Manuel 1988; Rochet and Rochet 1991; Solé 1992). Vowel nasalization caused by coarticulation with a nasal consonant might well be perceived by listeners as an inherent property of the vowel, thus neutralizing a phonological distinction between oral and inherently nasal vowels in that context. As Clumeck (1976) pointed out, coarticulatory effects may affect phonological distinctions by generating perceptual confusion between distinctive and coarticulated features.

The hypothesis offered here is that preoralization of a nasal consonant in Mundurukú is not a phonological process that spreads the feature [-nasal] from an oral vowel. The reason is
as follows: the process applies only to a sequence vowel + (tautosyllabic) nasal at a morpheme boundary. Heterosyllabic nasals are never affected by an adjacent oral vowel. On the contrary, a nasal consonant is likely to nasalize surrounding vowels when contrasts need not be maintained. In this case, nasalization never affects any other segment but the vowel immediately preceding or following the nasal.

(29)  (a)  karímá  \(\Rightarrow\)  kařímá \(\sim\) karímá \(\sim\) karímá  ‘monkey, sp.’
       *karímá
(b)  komápí  \(\Rightarrow\)  kómápí \(\sim\) kómápí \(\sim\) komápí  ‘timbó’ (poisonous plant)

Preoralization thus occurs only where the oral-nasal contrast must be maintained: the right edge of a morpheme. I hypothesize that preoralized nasals are the result of a coarticulatory effect in which oral constriction and velic lowering are phased differently. It differs from other phonological processes in not being automatic. The speaker produces preoralized nasals in order to avoid the anticipation of the velic lowering gesture being perceived as nasalization on preceding vowels, and consequently, neutralizing the contrast between oral and nasal at the edge of a morpheme. If, in the transition from an oral vowel to a nasal consonant, lowering of the velum for the nasal is delayed, desynchronized with respect to the preceding vowel, speakers prevent nasalization effects in VN sequences from being perceptually interpreted as an intrinsic feature of the vowel. This hypothesis is corroborated by the fact that vowels that trigger preoralization in a nasal consonant are as amenable to nasalization as any other vowel. Compare (30) to (31): morpheme-final oral vowels that assimilate nasality from a nasal vowel also trigger preoralization of a nasal consonant. If these vowels were specified for [-nasal], we would expect them to not be affected by nasal harmony.

(30)  (a)  t-eí-řít  \(\Rightarrow\)  těřít  ‘It’s cheap.’
       3.price-be.small
(b)  w-e-ktʃo-áí  \(\Rightarrow\)  wektʃoáí  ‘strap of my basket’
       1-Poss-basket-rope
(31) (a) pebóðó deí-m deí[b]m ‘How much does it cost?’ how.much price-IMPRF

(b) w-e-k ô-m wekô[b]m ‘my (future) basket’ 1-Poss-basket-IMPRF

The point here is that propagation of nasality from a nasal vowel is phonological in character. In fact, the analysis predicts that the vowel should assimilate nasalization from another vowel, whether or not a morpheme-final vowel is specified for the feature [-nasal] underlyingly. These two possibilities are illustrated in the following tableau.

Tableau 6.6. Input: teí-’ít ‘It’s cheap’:

<table>
<thead>
<tr>
<th>MAXPATH</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="MAXPATH" /></td>
<td><img src="image2" alt="NAS/SON" /></td>
<td><img src="image3" alt="*OR-NAS" /></td>
<td><img src="image4" alt="DEPPATH" /></td>
</tr>
<tr>
<td>a.</td>
<td><img src="image5" alt="teí’ít" /></td>
<td><img src="image6" alt="**" /></td>
<td><img src="image7" alt="***" /></td>
</tr>
<tr>
<td>b.</td>
<td><img src="image5" alt="teí’ít" /></td>
<td><img src="image6" alt="**" /></td>
<td><img src="image7" alt="***" /></td>
</tr>
<tr>
<td><img src="image1" alt="MAXPATH" /></td>
<td><img src="image2" alt="NAS/SON" /></td>
<td><img src="image3" alt="*OR-NAS" /></td>
<td><img src="image4" alt="DEPPATH" /></td>
</tr>
<tr>
<td>a.</td>
<td><img src="image5" alt="teí’ít" /></td>
<td><img src="image6" alt="**" /></td>
<td><img src="image7" alt="***" /></td>
</tr>
<tr>
<td>b.</td>
<td><img src="image5" alt="teí’ít" /></td>
<td><img src="image6" alt="**" /></td>
<td><img src="image7" alt="***" /></td>
</tr>
</tbody>
</table>

The preoralization effect observed in nasal consonants, on the other hand, follows from the differences in coordination of individual gestures to weaken the effect a nasal consonant may have on adjacent vowels. It is not feature spreading as in (32)a. Phonologically, the output is simply a sequence vowel + nasal, (32)b. This viewpoint is satisfactory because it treats the phenomenon as the result of coarticulatory effects, independent of feature specifications.

(32) (a) ![V m](image8) ![[-n] [+n]](image9) (b) ![V m](image8) ![[-n] [+n]](image9)

There is another issue to consider. If a vowel can only assimilate nasalization from another vowel, and not from a nasal consonant, it is because a nasal consonant cannot function as the source for nasal harmony. That is, the feature [+nasal] of a nasal stop is inert.
in the language. The question then is: Given two possible sources for nasal harmony in the language – nasal vowels and nasal consonants – why do [+nasal] vowels trigger harmony, but not [+nasal] consonants?

The phonological analysis proposed here does not capture the fact that a nasal consonant cannot spread nasality to preceding segments. In a VN sequence, nasality must spread from the consonant since it agrees with the vowel in terms of the subsidiary feature [+sonorant].

Tableau 6.7. Wrong prediction: nasalization in a sequence vowel + nasal consonant. Input: ṛōm ‘to eat’

<table>
<thead>
<tr>
<th>?o-m</th>
<th>MAXPATH</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>ṛōm</td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>b.</td>
<td>ṛōm</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

The ranking predicts that in a harmonic context, a vowel preceding a nasal consonant must surface [+nasal], as illustrated in Tableau 6.8. However, this is not because a nasal vowel spreads its feature;


<table>
<thead>
<tr>
<th>nobaño</th>
<th>MAX PATH</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>nob a n o</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>[n] [n]</td>
<td>[n]</td>
<td>[n]</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>nob a n o</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[n] [n]</td>
<td>[n]</td>
<td>[n]</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>nob a n o</td>
<td></td>
<td>**!</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[n]</td>
<td>[n]</td>
<td>[n]</td>
<td></td>
</tr>
</tbody>
</table>

it is because *ORAL-NASAL does not distinguish between nasal consonants and nasal vowels in terms of which one bears the harmonic feature, as shown in the following tableau.
Table 6.9. Nasality spreads from a nasal consonant. Input: *karima* ‘monkey, sp.’

<table>
<thead>
<tr>
<th>karima</th>
<th>MAX PATH</th>
<th>NAS/SON</th>
<th>*OR-NAS</th>
<th>DEP PATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. karima</td>
<td>nas</td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>b. karima</td>
<td></td>
<td></td>
<td>!</td>
<td></td>
</tr>
</tbody>
</table>

The problem here is: an attempt to prevent nasalization in a sequence vowel + nasal consonant also prevents assimilation in a harmonic context, and an attempt to enforce harmony also enforces harmony where it is not expected. If we assume that harmony is triggered by any [+nasal] segment, both nasal vowels and nasal consonants are predicted to trigger the process. However, in languages that have both nasal vowels and nasal consonants in their inventories, and nasal harmony, the tendency is to choose only one source for the process.

Walker (1998) provides a nasal harmony database with more than ninety systems classified in terms of the classes of segments that undergo nasalization in nasal harmony: vowels, glides, liquids, fricatives and stops. She also provides information about the triggers of the process in those languages, but her study focuses essentially on the nature of targets. Here I will focus on the nature of triggers relative to that of targets. The discussion is based on Walker’s condensed version of the nasal harmony database, provided in her dissertation.

The purpose of this study is to compare triggers versus targets in nasal harmony. I counted the number of languages in which nasal harmony is triggered by (i) a nasal vowel, (ii) a nasal stop, or (iii) both. The results are given in Table 6.1. Languages in which the harmonic feature is not attributed to a segment in particular, that is, nasality is a property of the syllable, foot, or morpheme, were identified separately. The numbers refer only to languages for which the triggers were clearly identified. For example, in Dayak (Kendayan dialect; Indonesian Borneo) the trigger is apparently a nasal stop, but this appeared with a question mark (?) in Walker’s database. Cases like this were excluded. In Acehnese (Hesperonesian; Indonesia), on the other hand, harmony is triggered by a nasal stop, and possibly by a vowel nasal, but again, the latter was marked with (?). In this case, I included the language in the study but for cases in which nasal harmony is triggered by a nasal stop. Finally, cases in which nasality is triggered by other segments, or functions as an independent morpheme in the language were not included. The results presented in Table 6.1 thus refer to the 78 languages for which the triggers were clearly identified. As for targets, I use the same
classification Walker suggests in the database. (Notation: V=vowel; G=glide; L=liquid; F=fricative; S=stop.)

Table 6.1. Cross-linguistic distribution of triggers and targets in nasal harmony.

<table>
<thead>
<tr>
<th>Trigger Target</th>
<th>V</th>
<th>V-G</th>
<th>V-G-L</th>
<th>V-G-L-F</th>
<th>V-G-L-F-S</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>nasal V</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>27</td>
</tr>
<tr>
<td>nasal C</td>
<td>3</td>
<td>16</td>
<td>3</td>
<td></td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>nasal V + nasal C</td>
<td>4</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Property of syllable, foot, morpheme</td>
<td>3</td>
<td></td>
<td>13</td>
<td></td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>49 languages</td>
<td>29 languages</td>
<td></td>
<td></td>
<td></td>
<td>78</td>
</tr>
</tbody>
</table>

The numbers suggest that systems in which a nasal vowel triggers nasal harmony tend to involve more segments in the process. If the trigger is a nasal consonant, the targets seem to be limited to the class of [+sonorant] segments: mostly vowels and glides and less frequently, liquids. These cases represent 44.89% of the 49 languages; 26.53% are triggered by a nasal vowel, and 22.44% by either one. Surprisingly, systems where the targets include all classes of segments (29 languages), the trigger is typically a nasal vowel (48.27%), or nasality is not a property of the segment (44.82%). In addition, nasal harmony is typically triggered by either a vowel or a consonant, and less frequently by both. The results are unexpected considering the fact that nasal stops are more frequent than nasal vowels cross-linguistically.

These numbers are significant, but more data is necessary. For example, it would be important to investigate how many languages make a contrast between nasal vowel and nasal consonant, and how they behave in nasal harmony. Information for all languages is not available in Walker’s dissertation, but the numbers do show that triggers and targets are interrelated in the sense that the number of segments affected by the process tends to be higher if the trigger is a nasal vowel. If the trigger is a nasal consonant, only [+sonorant] segments, mostly vowels and glides, tend to be involved.

In Mundurukú, nasality targets [+sonorant] segments as well, and we will see in §6.5 that the system has developed from another in which voiced obstruents were also targets. This is consistent with the observation that nasal vowels may affect a higher number of segments. This is an issue that deserves further research, and it is not the purpose of this study to pursue a cross-linguistic investigation.
Let us now turn to the problem this analysis faces. Recall that it predicts that a nasal consonant triggers harmony. The point here is source versus target. A nasal consonant must be treated as a target, whereas a nasal vowel must be treated as a source. This suggests that a constraint enforcing harmony must refer to both source and target. I offer here an alternative, but with the awareness that it may need to be refined.

Nasality is triggered by a vowel in Mundurukú, not by a consonant. Thus, the constraint *ORAL NASAL must not only enforce harmony between segments sharing the feature [+sonorant], but also restrict this effect to a sequence in which a nasal vowel is the [+sonorant] segment that bears the harmonic feature. This information is crucial for the analysis. According to the features [nasal] and [sonorant], the two sequences VN and VṼ are identical: [+sonorant, -nasal]-[+sonorant, +nasal]. While VN is allowed in Mundurukú, VṼ must be realized as [VṼ]. Given this, I suggest the following re-formulation of the constraint *ORAL NASAL.\(^2\)

\[(33) \quad \text{*ORAL-NASAL (revised version)}\]

In a string of segments \(s_n \ldots s_2, s_1\), if

(i) \(s_2\) immediately precedes \(s_1\), \(s_n\) immediately precedes \(s_2\), and

(ii) \(s_2, s_n\) are [+sonorant, ±syllabic], but

(iii) \(s_1\) is [+sonorant, +syllabic, +nasal],

then \(s_2, s_n\) must also be [+nasal].

\[(33)\] differs from Pulleyblank’s (2002) proposal in that it evaluates a string of segments sharing the subsidiary feature [+sonorant], and includes the information about the source; condition (i) requires strict adjacency between segments in a string, and can be adapted if assimilation is non-local (see §6.5 for an example); condition (ii) refers to the subsidiary feature that all segments must share, in this case [+sonorant]; and condition (iii) makes reference to the source: [+syllabic, +nasal], i.e. a nasal vowel. The constraint thus determines that in a string of [+sonorant] segments, if the last segment is a nasal vowel, then all preceding segments must agree in nasality. The restriction does not apply if the last segment is a nasal consonant. For example, in the word nobáńo ‘gun/rifle’, the sequence …ánó is formed by three sonorants and the last sonorant is a nasal vowel, satisfying thus the three requirements of *ORAL-NASAL that they must agree in nasality.

---

\(^2\) The reformulation proposed for the constraint *ORAL-NASAL in this section does not affect the cases examined so far. The feature [±syllabic] is to clearly differentiate vowels from glides and other consonants.
The sequence \ldots an\ddot{o} in (34) can be assessed as follows:

(i) [a] (s_3) immediately precedes [n] (s_2), [n] immediately precedes [\ddot{o}] (s_1);

(ii) [a] and [n] are [+sonorant, ±syllabic];

(iii) [\ddot{o}] is [+sonorant, +syllabic, + nasal]; then

[a] and [n] must also be [+nasal]

Tableau 6.10 shows the effect.

Tableau 6.10. Input: nob\ddot{a}n\ddot{o} ‘rifle, gun’

<table>
<thead>
<tr>
<th>nob\ddot{a}n\ddot{o}</th>
<th>MAXPATH</th>
<th>NAS/SO(N</th>
<th>^{\circ}R-NAS</th>
<th>DEP(P)ATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>[n]</td>
<td></td>
<td>[nas]</td>
<td></td>
<td>[nas]</td>
</tr>
<tr>
<td>a. *\dddot{nob\ddot{a}n\ddot{o}}</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. nob\ddot{a}n\ddot{o}</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
</tr>
<tr>
<td>c. n\ddot{o}b\ddot{a}n\ddot{o}</td>
<td></td>
<td></td>
<td></td>
<td>**!</td>
</tr>
</tbody>
</table>

If the feature [+nasal] is not associated with a vowel, then it must not be harmonic.

Tableau 6.11. Input: karima ‘monkey, sp.’

<table>
<thead>
<tr>
<th>karima</th>
<th>MAXPATH</th>
<th>NAS/SO(N</th>
<th>^{\circ}R-NAS</th>
<th>DEP(P)ATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>[n]</td>
<td></td>
<td>[nas]</td>
<td></td>
<td>[nas]</td>
</tr>
<tr>
<td>a. *\dddot{karima}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. k\ddot{a}r\ddot{i}ma</td>
<td></td>
<td></td>
<td></td>
<td>*<em>!</em></td>
</tr>
</tbody>
</table>

Yet, why is the definition of the constraint *ORAL-NASAL given in (33) important for the analysis?

Traditionally, Optimality Theory establishes that opacity involves a difference in the ranking of DEP relative to the harmony constraint. In our discussion these would be DEP[nas] and *ORAL NASAL. For the present purposes, let us assume a non-local version of the constraint, making reference to the trigger, defined in (35).
(35) \*ORAL…NASALV

A segment [+sonorant, +syllabic, +nasal] must not be preceded by a segment
[+sonorant, -nasal].

For there to be opacity, DEP[nas] must outrank \*ORAL…NASALV.

(36) Ranking: DEP[nas] >> \*ORAL…NASALV

DEP[nas] is successful in avoiding insertion of [±nasal] if a blocking segment intervenes,
as /k/ in candidate (c). Recall that gapped configurations are universally ill-formed so that an
output with a ‘skipped’ segment is considered to be insertion of [±nasal].

Tableau 6.12. Input: ikoēró ‘fly’

<table>
<thead>
<tr>
<th>ikoēró</th>
<th>MAXPATH</th>
<th>NAS/SON</th>
<th>DEP[nas]</th>
<th>*OR…NASV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varnothing) ikōēró</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. ikōerō</td>
<td></td>
<td></td>
<td><strong>##</strong></td>
<td></td>
</tr>
<tr>
<td>c. ɪikōēró</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

A problem again arises if a morpheme contains a nasal consonant. The standard OT
analysis predicts that the nasal should serve as the source for harmony to satisfy
\*ORAL…NASALV.

Tableau 6.13. Input: nobānō ‘rifle, gun’

<table>
<thead>
<tr>
<th>nobānō</th>
<th>MAXPATH</th>
<th>NAS/SON</th>
<th>DEP[nas]</th>
<th>*OR…NASV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varnothing) nōb ə nō</td>
<td></td>
<td></td>
<td>(\varnothing)</td>
<td></td>
</tr>
<tr>
<td>b. ə nobānō</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c. nobānō</td>
<td></td>
<td></td>
<td>*!#</td>
<td></td>
</tr>
</tbody>
</table>

I hope to have shown that an standard OT analysis does not account for the requirements
of nasal harmony in the language. In the analysis proposed here, the generalizations about the
process are, to a certain extent, well captured.
First, nasal harmony is seen as a sub-case of the OCP-subsidiary features effects in that the more similar trigger and target are, the stronger their interaction. I proposed that harmony is enforced in a string of segments if they all share the subsidiary feature [+sonorant].

Second, opacity is seen as the association of the harmonic feature in a segment-to-segment basis, regarding they are all compatible with it. Incompatibility results in interruption of the process. Once the harmony constraint is satisfied, every new association is fatal. This is what the ranking *ORAL-NASAL >> DEP[PATH][nas] predicts, contrary to the standard analysis which states that opacity results from ranking DEP[nas] higher than the harmony constraint.

Finally, I pointed out that the reference to the source of the harmonic feature is important because the language allows only a nasal vowel to spread nasality; nasal consonants are in this respect inert. The hypothesis is corroborated by the fact that, cross-linguistically, nasal harmony is more frequently triggered by either a nasal vowel or a nasal consonant, and rarely by both. Furthermore, there seems to be a correlation between the source for the harmonic feature and the classes of segments involved; the generalization is that the number of segments affected in the process is greater in systems where a nasal vowel is the source.

6.5 Nasal harmony in Kuruaya

Comparative evidence suggests that nasal harmony in Mundurukú has developed out of a system where segments were either transparent or targets. This system is found in Kuruaya (Picanço 2003c). Like Mundurukú, Kuruaya exhibits regressive nasalization within the word, and the trigger is a nasal vowel. Unlike Mundurukú, nasalization targets [+sonorant] segments and [+voiced] obstruents; voiceless obstruents are transparent to nasal spread. (37) illustrates assimilation by [+sonorant] segments; (38) illustrates assimilation by [+voiced] stops, in which case they surface as plain nasal consonants; and (39) illustrates transparency.

(37) (a) aři∫ → ařir ‘anum (bird, sp.)’

(b) pawä → pawei ‘banana’

(c) welə-ĩ → weləĩ ‘Brazil nut’

Kuruaya does not have a voiced fricative in the inventory, only [ð] which is an allophone of /l/; this too assimilates nasality, [Ø], but in nasal contexts /l/ is mostly realized as [I].
Comparing Mundurukú and Kuruaya, we obtain the following similarities and differences:
(40) Mundurukú       Kuruaya

    Trigger:    rightmost nasal vowel    rightmost nasal vowel
    Direction:    right-to-left    right-to-left
    Segments affected:  sonorants    sonorants, voiced obstruents
    Opaque segments:    obstruents    none
    Transparent segments:  none    voiceless obstruents

The two systems are alike with respect to trigger and direction of nasal harmony. They
differ with respect to the participation of the various classes of segments, and the local versus
non-local nature of assimilation. In Kuruaya nasal harmony is not blocked; segments are
either targets or behave transparent. In Mundurukú, on the other hand, segments are targets or
block the process. Kuruaya is also interesting because nasality affects segments that block the
process in Mundurukú: the class of [+voice] obstruents. This suggests that the OCP-
subsidiary feature cannot be [+sonorant] alone, as suggested for Mundurukú. (41) compares
some features for targets, non-targets, and source.

(41) Features for vowels, glides, liquid, obstruents

<table>
<thead>
<tr>
<th>Source</th>
<th>Targets</th>
<th>Non-targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ṽ</td>
<td>V</td>
</tr>
<tr>
<td>sonorant</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>voice</td>
<td>(+)</td>
<td>(+)</td>
</tr>
</tbody>
</table>

Vowels, glides, and liquids share [+sonorant, +voice], but vowels, glides, liquids and
voiced stops share [+voice]. Thus two subsidiary features can be stipulated for Kuruaya:
/+sonorant] and [+voice]. The feature [+voice] is defined phonetically here; sonorants are
/+voice] because they involve vibration of the vocal folds, but the feature is phonologically
redundant for this class. It makes a difference for the class of obstruents in that voiced
segments undergo the process and voiceless segments resist it.

Two sequential prohibitions are proposed below. One for the [+sonorant], (42), the other
for [+voice], (43). Stipulation of these two features as two separate subsidiary features
accounts for the change in nasal harmony, to be examined below. Another alternative would
be to invoke only [+voice], and assume that the change in nasal harmony also involved a
change from the subsidiary feature [+voice] to [+sonorant]. For present purposes, I will
represent these two classes of segments separately. Also, nasal harmony in Kuruaya is not
blocked as voiceless obstruents behave transparent. Thus *[oral nasal is crucially non-
local.
(42) *ORAL...NASAL\_SON (non-local version)

In a string of segments \(s_n...s_2, s_1\), if

(i) \(s_2\) precedes \(s_1, s_n\) precedes \(s_2\), and

(ii) \(s_2, s_n\) are [+sonorant, ±syllabic], but

(iii) \(s_1\) is [+sonorant, +syllabic, +nasal],

then \(s_2, s_n\) must also be [+nasal].

(43) *ORAL...NASAL\_VCE (non-local version)

In a string of segments \(s_n...s_2, s_1\), if

(iv) \(s_2\) precedes \(s_1, s_n\) precedes \(s_2\), and

(v) \(s_2, s_n\) are [+voice, ±syllabic], but

(vi) \(s_1\) is [+voice, +syllabic, +nasal],

then \(s_2, s_n\) must also be [+nasal].

The tableau below shows assimilation in a sequence of sonorants. Note that the ranking proposed for Kuruaya is similar to that proposed for Mundurukú, except for the constraint *ORAL...NASAL\_VCE which is absent in Mundurukú. This difference can be explained by the historical change in nasal harmony (see §6.6).


<table>
<thead>
<tr>
<th></th>
<th>MAX PATH[nas]</th>
<th>NAS/SON</th>
<th>*OR...NAS_SON</th>
<th>*OR...NAS_VCE</th>
<th>DEP_PATH[nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. m</td>
<td>(pawā)</td>
<td>()</td>
<td>()</td>
<td>()</td>
<td>**</td>
</tr>
<tr>
<td>b. m</td>
<td>pawā</td>
<td>()</td>
<td>()</td>
<td>()</td>
<td>**</td>
</tr>
<tr>
<td>c. m</td>
<td>māwā</td>
<td>()</td>
<td>()</td>
<td>()</td>
<td>***</td>
</tr>
</tbody>
</table>

Another interesting prediction concerns opacity versus transparency. As previously discussed, standard OT accounts for opacity cases by ranking faithfulness constraints, DEP in particular, higher than the harmony constraint; transparency, on the other hand, requires DEP to be low ranked (e.g. Pulleyblank 2002). It is necessary that DEP be ranked lower in Kuruaya, the transparency case. However, in the proposal offered here, opacity and transparency follow from the same principle, namely that associations with the harmonic feature are tolerated only in order to satisfy the harmony constraint; this satisfaction is local in Mundurukú and non-local in Kuruaya. Tableau 6.15 provides an example. Voiceless obstruents are not targets as they are neither [+sonorant] nor [+voice], but nothing prevents them from assimilating nasality and surfacing as plain nasal stops, e.g. candidate (d).
However, the only associations that may violate DEPPATH[\text{nas}] are the ones required by the high-ranking sequential prohibitions, which favor candidate (a).

Tableau 6.15. Transparency of voiceless segments: parawa-tô \(\rightarrow\) pârâwâtô ‘macaw, sp.’

<table>
<thead>
<tr>
<th>parawa-tô</th>
<th>MAXPATH[\text{nas}]</th>
<th>NAS/SON</th>
<th>*OR...\text{NAS}_{\text{SON}}</th>
<th>*OR...\text{NAS}_{\text{VCE}}</th>
<th>DEPPATH[\text{nas}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varphi)</td>
<td>pârâwâtô</td>
<td></td>
<td></td>
<td></td>
<td>*****</td>
</tr>
<tr>
<td>b.</td>
<td>parawa-tô</td>
<td></td>
<td></td>
<td></td>
<td>!*****</td>
</tr>
<tr>
<td>c.</td>
<td>pârawa-tô</td>
<td></td>
<td></td>
<td></td>
<td>!</td>
</tr>
<tr>
<td>d.</td>
<td>pârâwânô</td>
<td></td>
<td></td>
<td></td>
<td>!****</td>
</tr>
</tbody>
</table>

The next tableau shows assimilation of voiced stops. *\text{OR...NAS}_{\text{Voi}} demands that in a sequence of segments, if they all agree for [+voice], then they all must agree for [+nasal]. Even though an output such as \text{pôbêyâ}, candidate (a), satisfies *\text{OR...NAS}_{\text{SON}}, it violates *\text{OR...NAS}_{\text{Voi}} because /b/ is [+voice].


<table>
<thead>
<tr>
<th>pobeʔ-ya</th>
<th>MAX PATH[\text{nas}]</th>
<th>NAS/SON</th>
<th>*OR...\text{NAS}_{\text{SON}}</th>
<th>*OR...\text{NAS}_{\text{VCE}}</th>
<th>DEPPATH[\text{nas}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>pôbêyâ</td>
<td></td>
<td></td>
<td></td>
<td>!****</td>
</tr>
<tr>
<td>b. (\varphi)</td>
<td>pômêyâ</td>
<td></td>
<td></td>
<td></td>
<td>!****</td>
</tr>
<tr>
<td>c.</td>
<td>pôbêyâ</td>
<td></td>
<td></td>
<td></td>
<td>!</td>
</tr>
</tbody>
</table>

Having proposed the analyses of the synchronic patterns of nasal harmony in Mundurukú and Kuruaya, I turn now to a historical approach to the phenomenon. In the next section, I propose an OT account of the changes that Mundurukú underwent, and demonstrate how the language acquired the present system.

6.6 An OT account of a historical change in nasal harmony

In Chapter 5 I approached nasal harmony from a historical point of view. I showed that the proto-system, Proto-Mundurukú, had properties similar to those observed in Kuruaya. In particular, (i) the targets were voiced stops and sonorants, and (ii) voiceless obstruents were transparent. On descriptive grounds, the historical changes can be stated as follows:
Historical changes

(i) Harmony changed from non-local to local; consequently

(ii) The system changed from one with transparent segments to another with opaque segments.

(iii) The set of targets was reduced to sonorants; consequently,

(iv) Voiced stops became non-targets.

The changes (i) and (ii) can be explained by the following historical change in the sequential prohibition: \( ^*\text{OR…NAS} > ^*\text{OR-NAS} \). In other words, nasal harmony became more restricted; the non-local requirement became strictly local. And (iii) and (iv) can be explained by a change in the ranking: \( ^*\text{OR…NAS}_{\text{VOL}} \gg \text{DEPPATH}[\text{nas}] \gg \text{DEPPATH}[\text{nas}] \gg ^*\text{OR…NAS}_{\text{VOL}} \).

Consider, for example, the proto-Mundurukú word **LobaLô ‘rifle, gun’, shown in Tableau 6.17. (See Chapter 5 for a reconstruction of the word **LobaLô in Proto-Mundurukú.) The (non-local) sequential prohibitions required all [+sonorant] and [+voice] segments to also be [+nasal] if the last vowel was [+nasal]; thus candidate (b) was the optimal output at that stage.

Tableau 6.17. Proto-Mundurukú: **LobaLô ‘rifle, gun’

<table>
<thead>
<tr>
<th>**LobaLô</th>
<th>MAX PATH[\text{nas}]</th>
<th>NAS/SON</th>
<th>^*\text{OR…NAS}_{\text{SON}}</th>
<th>^*\text{OR…NAS}_{\text{VCE}}</th>
<th>DEP PATH[\text{nas}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. LôbâLô</td>
<td></td>
<td></td>
<td>!</td>
<td>!</td>
<td>****</td>
</tr>
<tr>
<td>b. LômâLô</td>
<td></td>
<td></td>
<td>!</td>
<td>!</td>
<td>*****</td>
</tr>
<tr>
<td>c. LobâLô</td>
<td></td>
<td></td>
<td>!</td>
<td>!</td>
<td>**</td>
</tr>
</tbody>
</table>

As seen in Chapter 5, between Proto-Mundurukú and Pre-Mundurukú, the proto-phoneme **L developed into the pre-phoneme *d: **LobaLô > *dobadô; since nasal harmony remained as in the proto-language, *d had two allophones, [d] in oral contexts and [n] in nasal contexts. The nasal variant is shown in the following tableau. The optimal output in the pre-language was [nômânô] in which all sonorants and voiced stops surfaced nasal.
Tableau 6.18. Pre-Mundurukú: *dobadó ‘rifle, gun’

<table>
<thead>
<tr>
<th>*dobadó</th>
<th>MAX PATH[nas]</th>
<th>NAS/SON</th>
<th>*OR…NASSON</th>
<th>*OR…NASVOI</th>
<th>DEPPATH[nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dobádó</td>
<td></td>
<td></td>
<td></td>
<td>***</td>
<td>**</td>
</tr>
<tr>
<td>b. nōmānō</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>c. dobānō</td>
<td></td>
<td></td>
<td>***</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>d. dobadō</td>
<td></td>
<td></td>
<td>***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. nobānō</td>
<td></td>
<td></td>
<td>***</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Between Pre-Mundurukú and the modern stage, several changes took place. These are schematized in (45), with reference to the constraints proposed so far. First, harmony became strictly local; this can be interpreted as a change in the constraint itself: *OR…NAS > *OR-NAS (i.e. non-local > local). Second, the allophones of *d, [d]/[n] became independent (secondary split): *d > d/n; in OT, phonologization can be achieved by faithfulness to allophones – e.g. MAX-[d] and MAX-[n]. Finally, voiced stops developed into opaque segments; this suggests that *OR-NASVOI lost its importance in the language, and consequently its position for DEPPATH[nas]: *OR-NASVOI » DEPPATH[nas] > DEPPATH[nas] » *OR-NASVOI. For reasons to be clarified later, *OR-NASVOI did not simply lose its position for DEPPATH[nas]; I will suggest that this constraint was completely lost, and this was independent of DEPPATH[nas].

(45) From Pre-Mundurukú to Mundurukú (NH=nasal harmony)

Pre-Mundurukú

NH (not blocked)  *OR…NASSON » *OR…NASVOI » DEPPATH[nas]

NH (blocked)  *OR-NASSON » *OR-NASVOI » DEPPATH[nas]

Secondary split  MAX-[n], MAX-[d]  *OR-NASSON » DEPPATH[nas] »... » *OR-NASVOI

Mundurukú  *OR-NASSON » DEPPATH[nas]

Contrast between /d/ and /n/

As complex as these changes may seem, an OT analysis can be proposed. To begin with, recall from Tableau 6.18 above that the output for the word *dobadó in Pre-Mundurukú was
[nômânô], in which [nasal] was associated with every segment in the word. Take this output to be our “input” for the next stage (modern Mundurukú), as shown in Tableau 6.19 below. Note that this proposal differs from the OT assumption that changes involve constraint reranking. Here I also allow for constraints to become more restrictive, without changing their position in the ranking. In addition, the tableau does not represent a synchronic stage in particular, but the historical changes that gave rise to the modern system. It is meant to provide the relative chronology of the historical changes schematized in (45), including some immediate consequences for the grammar. Each column represents the order of these developments, and columns separated by dotted lines indicate simultaneous developments. Finally, in the “input” [nômânô], the feature [nasal] appears linked to every segment, but this is because [nômânô] was the surface form prior to the changes, and not because they were all specified for this feature. The source is the last vowel in the morpheme; preceding segments are targets. (See below for further comments on this tableau.)

Tableau 6.19. An OT relative chronology for the changes in nasal harmony.

<table>
<thead>
<tr>
<th>*[nômânô]</th>
<th>MAX-/b/</th>
<th>*OR...NAS_{SON} *OR-NAS_{SON}</th>
<th>MAX-/m/</th>
<th>*OR...NAS_{VCE} *OR-NAS_{VCE}</th>
<th>MAX-[n]</th>
<th>MAX-[d]</th>
<th>DEP</th>
<th>PATH[nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
</tr>
<tr>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
</tr>
<tr>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
</tr>
<tr>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
<td>![*]**</td>
</tr>
</tbody>
</table>

When the system changed from transparency to opacity (i.e. *OR…NAS > *OR-NAS), the phonemic inventory had to be restructured with respect to the values to be assigned for the nasal allophones since the change caused loss of the environment that conditioned the allophonic variations \[b]/[m] and \[d]/[n]. I claim that at this stage, /b/ and /m/, but not \[d] and \[n], were contrastive in the language. This hypothesis finds support in the fact that they contrast in oral environment in Kuruaya, though are neutralized to [m] in nasal contexts (as seen in Chapter 5). In Mundurukú they contrast in both oral and nasal contexts, as shown in Chapter 3. If there is a contrast in both Kuruaya and Mundurukú, then we can suppose that they were independent phonemes in Proto-Mundurukú, with an alternation similar to that
found in Kuruaya: /b/ and /m/ were neutralized to [m] in the context of nasalization. The role of the faithfulness constraints MAX-/b/ and MAX-/m/ is to preserve this contrast in the following stage, and this is the reason it is ranked above the change. It follows from this that, when the change in nasal harmony took place, the “output” could no longer assign [m] to the underlying representation of [nōmānō]; the nasal variant [m] had already been associated with the phoneme /b/. This is why candidate (a) is ruled out.

As for [d] and [n], it was established earlier (and in Chapter 5) that they were allophones of Pre-Mundurukú *d, and developed out of the change **L > *d; they only became independent later as a result of a change in the non-local character of nasal harmony: *OR…NAS > *OR-NAS. This change had a consequence in the inventory. By restricting nasal harmony to a locality requirement, the conditioning environment for the alternation [d][n] was lost in many cases, and the inventory needed be restructured with respect to the underlying representations for these allophones. By Lexicon Optimization, represented in the tableau by the faithfulness constraints MAX-[d] and MAX-[n], inputs should mirror their outputs. For example, candidate (d) is excluded because the phoneme /d/ is assigned to the allophone [n] in the context where nasality was lost. However, the “input” has the allophone [n], so the form /d/ in that context fatally violates MAX-[n].

At this point, two candidates remain. Candidate (b) spreads the harmonic feature locally, as now demanded by the sequential prohibition *OR-NAS; and candidate (c) spreads the feature from both a nasal vowel and a nasal consonant, fatally violating DEPPATH[nas].

The change in the ranking, *OR-NASvoi » DEPPATH[nas] > DEPPATH[nas] » *OR-NASvoi, took place after these changes, as a consequence of the preservation of the contrast between /b/ and /m/ everywhere, and phonologization of [d] and [n], which militated against the requirement that voiced obstruents should be nasal in nasal contexts. In other words, the sequential prohibition *OR-NASvoi became unnecessary, and lost completely its importance in the language. This is why Mundurukú only needs the ranking: *OR-NASson » DEPPATH[nas].

This gives us the ‘optimal system’: nasality spreads locally to [+sonorant] segments, and is blocked by [-sonorant].
7.1 Introduction

Another pervasive phonological process in Mundurukú is consonant mutation. The process affects specific groups of morphemes, as we will see in §7.2, and is characterized by voiced-voiceless alternations of morpheme-initial stops; voiced variants occur after vowels and glides, and voiceless variants occur after stop and nasal consonants. The alternations are p/b, t/d, and ʧ/ʤ, as illustrated by the morphemes pa/ba ‘arm’, ta/da ‘seed’, and ʧo/ʤo ‘to see’, respectively.

Note in (1)c that mutation is first determined in the stem and then copied in the reduplicative morpheme, despite the fact that the initial consonant is intervocalic (see Chapter 9 on the interaction between reduplication and consonant mutation).

(1) Consonant mutation

(a) ayáŋtát pa
woman arm
‘woman’s arm’

(b) ka-sop-tá
thing-flame-CL
‘star’

(c) o-t-ʒó-ʧó
1Su-3-leaf-see-RED
‘I saw a leaf.’

The t/d alternation has another variant, t/n, which occurs in nasal contexts, to be examined in §7.3.3.

(2) (a) o-nány
1-tooth
‘my teeth’

(b) dápsém tány
deer tooth
‘deer’s teeth’
The majority of morphemes that participate in the t/d-n alternation refer to a class that has been analyzed as containing the relator prefix \{d-\} (Rodrigues 1990, Gomes 2000). Gomes claims that this initial consonant was historically a prefix that marked the ‘contiguity’ of a dependent before a head, a function similar to what consonant mutation does synchronically (see below). It is important, however, to keep in mind that the t/d alternation is not restricted to morphemes that take Gomes’ contiguity marker. In other words, this alternation is not a synchronic property of the ‘relator prefix’ in particular. This is illustrated by the transitive verbs below. The verbs *dakat* ‘to cut’, (3)a, and *dá* ‘to cook’, (3)b, both participate in consonant mutation, but only *dakat* supposedly takes the relator prefix; formally, this verb is, according to Gomes, \{d- + akat\}. The verb *dá* ‘to cook’, on the other hand, belongs to another class, meaning that the initial stop is not a prefix; hence \{da\}. The primary difference between these two classes is 3rd person agreement: object agreement, for example, is marked as \{t-\} in *dakat*, but \{ʤ-\} in *dá*. Significant, again, is the fact that both verbs show identical behavior in the t/d alternation, independent of what class they belong to.

(3) Participation in consonant mutation

(a) \(\text{o-t-dakat} \rightarrow \text{otakat}\)  \(\text{o-y-op-takat}\)  \(\text{o-t-a-dakat}\)

1Su-3Ob-cut  1Su-3-CL-cut  1Su-3-CL-cut

‘I cut it.’  ‘I cut the stick.’  ‘I cut it (e.g. seeds)’

(b) \(\text{o-ʤo-da} \rightarrow \text{ot-ʤm-ta}\)  \(\text{o-t-a-da}\)

1Su-3Ob-cook  1Su-3-CL-cook  1Su-3-CL-cook

‘I cooked it.’  ‘I cooked the flour.’  ‘I cooked it (e.g. seeds)’

Therefore, it does not seem to be relevant whether or not the initial consonant was historically an affix. For one thing, as Gomes has already pointed out, this ‘relator prefix’ is not synchronically independent of the root. In addition, and contrary to Gomes, there are also other reasons to doubt that its function is to grammatically mark contiguity of a dependent before a head; whether or not it had this function, the fact is that, synchronically, this is not the case. Good examples showing this are provided in (4). The verb *doyʤemʤem* ‘to bleed’ is a compound formed by two roots: the inalienable noun *doy* ‘blood’ + the unaccusative verb *ʤem*
‘to go out’, both of which are subject to consonant mutation (see §7.2). The noun belongs to the class of morphemes that, according to Gomes, take the contiguity marker; hence \{d- + oy\} in his analysis. But note that in \textit{doychém}\textit{dşim} the dependent of \textit{doy}, in this case \textit{ôn} ‘1sg’, is not contiguous to the derived verb, but the relator prefix \{d-\} is still selected. Similarly, in the second example, \textit{nóy}\textit{ók}\textit{ók}=\textit{ók}=\textit{át}, the initial consonant /n/ in \textit{nóy} ‘tooth’ is the nasal variant of the contiguity marker; its presence in this nominalized form should serve to indicate the presence of a dependent (i.e. a possessor), but in this example, the interpretation the nominalized form has is “An \textit{x} such that \textit{x} takes teeth out”, in which case \textit{nóy} ‘teeth’ is used generically. These cases suggest that, if contiguity marking was once the primary function of these initial alveolar stops, this function has already been neutralized in the grammar.

\begin{enumerate}
\item[(4)]
\begin{enumerate}
\item \textit{doy-çêm-çêm} \textit{ôn} \textit{blood-go.out-RED} \textit{1sg} ‘I’m bleeding.’
\item \textit{nóy-ók-ók=}\textit{ók}=\textit{át} \textit{tooth-take.out-RED=HAB=NOM} ‘dentist’
\end{enumerate}
\end{enumerate}

Given these facts, I will treat morphemes such as \textit{dakçt} ‘to cut’, \textit{doy} ‘blood’ and \textit{nóy} ‘tooth’ as single morphemes, not as \{d-/n- + Root\}. As for those involved in the alternations p/b and tʃ/dʃ, there is no synchronic or historical evidence that these initial stops are/were independent of the root.

The phenomenon of consonant mutation in Mundurukú has never been called into question, though it is often cited because of its morphosyntactic importance (e.g. Crofts 1973, 1985; Gomes 2000, 2002; and especially section 7.2). Moreover, there exists no formal proposal of the process, especially in terms of the underlying forms of the alternating consonants (voiceless or voiced), and consequently, the kind of phenomenon involved: fortition, if voiced segments change to voiceless, or lenition, if the reverse; or perhaps both.

In this chapter I examine the morphosyntactic (§7.2), phonological (§7.3), and historical (§7.4) aspects of consonant mutation in Mundurukú, hoping to demonstrate that mutation is the interaction of two phenomena: fortition and lenition. The first devoices an initial /d/, and the
other voices /p/ and /ʧ/ in the same position. I conclude the discussion by presenting some preliminary observations about the emergence of the process in the language (§7.4).

7.2 Morphosyntactic aspects

Consonant mutation is subject to morphological and syntactic requirements. Morphologically, it applies to sub-groups of major classes. For instance, in the nominal class, it pervades inalienable nouns only, and in the verbal class, unaccusative, transitive and some stative verbs. I examined a considerable amount of data from each group, and the observations are presented separately in the following sub-sections. In general, the process applies to any head that takes an internal argument. In the nominal class, the process affects inalienable nouns (§7.2.1); in the verbal class, we find the alternation in transitive and unaccusative verbs (§7.2.2); and in other classes, we find the alternation in postpositions and other argument taking morphemes (7.2.3). The generalizations are: (i) if an item is lexically associated with an argument, it participates in consonant mutation; and (ii) if an alternating morpheme is locally associated with its argument, it manifests the alternation. By ‘locally’ I mean that there must not be any other morpheme intervening between a head and its argument. Tentatively, this can be syntactically defined in terms of a Specifier-Head or Complement-Head relations, as in (5)a-b; α is the head, and Specifier and Complement refer to the head’s internal argument. We do not expect to find the alternation if there is an intervening element between them, as in (5)c, or if the head itself does not take an argument, (5)d. In general, consonant mutation is not just a phonological process, it serves to mark a dependency relation between two elements. For expository reasons, I will refer to these relations as Dependent/Head relations.

(5) Alternation expected No alternation expected

<table>
<thead>
<tr>
<th>a</th>
<th>α’</th>
<th>Arg</th>
<th>α’</th>
<th>Arg</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>β</td>
<td>α</td>
<td>β</td>
<td>α</td>
<td></td>
</tr>
</tbody>
</table>

I begin the investigation of consonant mutation by showing the classes of morphemes that are involved in the process, and then proceed to an examination of its phonological aspects. I offer a formal OT account in §7.3, discussing a number of problems the analysis encounters,
particularly challenging to the theoretical model adopted here. Ultimately, the analysis is forced to appeal to language-specific devices.

### 7.2.1 Nouns

Mundurukú nouns can be divided into two classes (Picanço 2003a): possessable and non-possessable.\(^1\) Semantically, possessable nouns can be of two types: alienable, nouns that do not require a possessor but may have one; and inalienable, nouns that are obligatorily possessed (Crofts 1973, 1985; Picanço 2003a).

(6) Noun classes in Mundurukú (Picanço 2003a)

- **Inalienable: obligatory possession**
- **Possessable**
  - **Alienable: optional possession**
  - **Non-possessable**

Alienable possession is morphologically marked by the possessive prefix \{é-, e-\} attached to the head noun, as illustrated in (7).\(^2\)

(7) Alienable possession: [Possessor – Possessive prefix – Possessee]

(a) \(\text{ayáį́ťá é-kòbè} \quad \text{w-e-kòbè}\)

    woman Poss-canoe     I-Poss-canoe

    ‘woman’s canoe’        ‘my canoe’

(b) \(\text{aŋóį́kátkát é-nobáńò} \quad \text{wəy-e-nobáńò}\)

    man       Poss-rifle     Ipl.inc.-Poss-rifle

    ‘man’s rifle’       ‘our rifle’

---

\(^1\) Non-possessable items are: animals in general, and elements such as sun/moon, stars, sky, rain, hills, etc.

Possession of domestic animals can be expressed syntactically by means of the inalienable noun -ôhó ‘domestic animal’, as in o-ôhó akirițé ‘my dog’ (Lit.: ‘My domestic animal (is) a dog.’)

\(^2\) The high-tone variant of the possessive prefix occurs word-initially, e.g. ayáį́ťá é-kòbè ‘woman’s canoe’; and the low-tone variant occurs word-internally, e.g. w-e-kòbè ‘my canoe’.
Inalienable possession is zero-marked; the Possessor, an independent noun or a pronominal element, is simply juxtaposed to the possessee.3

(8) Inalienable possession: [Possessor – Possessee]

(a) ayá tjá tə pâ o-bâ
    woman arm 1-arm
    ‘woman’s arm’ ‘my arm’

(b) tawé dôy e-dôy
    monkey blood 2-blood
    ‘monkey’s blood’ ‘your blood’

(c) ayá tjá ʔit i-ʔît
    woman child 3-child
    ‘woman’s child’ ‘my child’

Among nouns, consonant mutation is found to occur only in the inalienable class. More than a phonological process, it indicates that the element immediately preceding an inalienable noun is the grammatical possessor. (9) contains possessive noun phrases in which the two elements stand in a possessor-possessee relation. In these cases consonant mutation is obligatory; the head noun surfaces with the voiced variant if the preceding noun ends in a vowel or glide, as in (9)a, and voiceless following a consonant, as in (9)b. Note that nasal consonants pattern with voiceless stops in consonant mutation, despite the fact that they are phonetically voiced.

(9) (a) tawé dôy ‘monkey’s blood’
    monkey blood

(b) dápsé m tôy ‘deer’s blood’
    deer blood

3 See Picanço (2003a) for the semantic classes of inalienable nouns.
Now compare (9) with (10), which contains cases in which the preceding element is not the grammatical possessor. In (10)a, the noun *tawe* ‘monkey’ is semantically the possessor and precedes the head noun *doy* ‘blood’, but it is not the grammatical possessor. The noun appears incorporated into the verb and forms a unit with the latter; hence, the head noun takes the 3rd person prefix {t-} to indicate that the possessor is not in the same phrase. (It is important to distinguish /t/ that results from the t/d alternation, and /t/ that marks ‘3rd person’. The example in (9)b above illustrates the voiceless variant in consonant mutation, and the examples in (10)a-b below refer to the 3rd person prefix {t-}, which is always voiceless. See Chapter 9 for an account of the third person {t-}. In (10)b the prefix marker o- ‘1st person’ is neither the grammatical nor the semantic possessor of *doy*. Even though this prefix precedes the noun and ends in a vowel, consonant mutation does not apply because o- and -*doy* do not form a syntactic unit. Conversely, in (10)c, the prefix o- refers to possessor, thus the noun surfaces with the voiced variant.

(10)  
(a) \[tawe\ [t-oy-daʃiʃp]\]  ‘The monkey’s blood is hot.’  
monkey 3-blood-be.hot  (Lit.: ‘The monkey his blood is hot.’)

(b) \[o-[t-oy-ʤo-ʤo-ʤo]\]  ‘I saw his/her blood.’  
1Su-3-blood-see-RED

(c) \[[o-doy]-ʤo-ʤo\]  ‘S.o. saw my blood.’  
1-blood-see-RED

Table 7.1 gives the distribution of morpheme-initial consonants in the inalienable class. Consonant mutation applies regularly to the entire class. If a noun can surface with an initial voiced stop, [b, d/n, ð], it can also have a voiceless variant, [p, t, f]. There are two non-alternating inalienable nouns in the corpus: *pî* ‘ache, be painful, poisonous’, as in *w-q-pî* ‘I have a headache’ and *komɔ-pî* ‘timbó’ (a poisonous plant); and *tayfä* ‘wife’, as in *o-tayfä* ‘my wife’.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>b</th>
<th>p/b</th>
<th>t</th>
<th>d</th>
<th>t/d-n</th>
<th>ð</th>
<th>ð/ð</th>
<th>k</th>
<th>ñ</th>
<th>m</th>
<th>n</th>
<th>s</th>
<th>f</th>
<th>r</th>
<th>w</th>
<th>y</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inalienable</td>
<td>1</td>
<td>0</td>
<td>14</td>
<td>1</td>
<td>0</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>22</td>
<td></td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>
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(11)-(13) provide examples of inalienable nouns that participate in consonant mutation. (The glottal stop in brackets [ʔ] indicates that the morpheme triggers creaky voice on the preceding vowel, to be examined in Chapter 8.)

(11) Examples of the p/b alternation

(a) pa / bə  ‘arm’
(b) píʔ / biʔ  ‘mouth’
(c) pœʔ / bœʔ  ‘finger, hand’
(d) pøre / børe  ‘friend, companion’
(e) pido / bido  ‘air, breath’
(f) pøtét / bøtét  ‘name’
(g) padip / badip  ‘relative’
(h) pønë / bønë  ‘branch’
(i) pønbî / bønbî  ‘wrist’

(12) Examples of the t/d, n alternation

(a) tit / dit  ‘flower’
(b) təp / dəp  ‘leaf’
(c) tap / dap  ‘hair’
(d) toy / doy  ‘blood’
(e) tot / dot  ‘bunch’
(f) tøy / nøy  ‘tooth’
(g) tøm / nøm  ‘powder’
(h) tøn / nøn  ‘feces’
(i) tø / nø  ‘sprout’
(j) takø / dakø, nakø  ‘branch’
(k) tanøpa / daŋøpa, naŋøpa  ‘shin’

(13) Example of theʧ/ʤ alternation

(a) ʧodít / ðodít  ‘uncle’
Consonant mutation is therefore a regular process in the class of inalienable nouns; without exception, if a noun has [b, d/n, ʤ] morpheme-initially, it can also have [p, t, ʧ]. As for verbs, the process has some irregularities.

7.2.2 Verbs

There are five surface classes of verbs in Mundurukú: unergative, unaccusative, stative, transitive, and derived transitive, following a classification proposed in Picanço (2004a; but see Crofts 1973, 1985, and Gomes 2000). These classes are illustrated in (14).

(14)  (a)  o-tʃe-kapik   (Unergative)
       1Su-CoRef.Poss-work
       ‘I worked.’

       kaʤaraw-ʔa  o-ʤe-a-é-bók
       pan-CL     3Su-Co.Ref-CL-Poss-float
       ‘The pan floated.’

(b)  o-ʔat   (Unaccusative)
       1Su-fall
       ‘I fell.’

       kaʤaraw-ʔa  o-y-ʔat
       pan-CL     3Su-3-CL-fall
       ‘The pan fell.’

(c)  o-ðip   (Stative)
       1Su-be.beautiful
       ‘I’m beautiful.’

       øk-ʔá     y-ʔa-ðip
       house-CL   3-CL-be.beautiful
       ‘The house is beautiful.’
(d) o-dʒo-ʔó  
1Su-3Ob-eat 
‘I ate it.’

ayáťát dʃaráyʔa o-y-áʔo 
woman orange-CL 3Su-3-CL-eat 
‘The woman ate an orange.’

(e) o-ŋə-pík  
1Su-3Ob.CAUS-be.burned 
‘I burned it.’

o-t-ɔp-mə-pík 
1Su-3-CL-CAUS-be.burned 
‘I burned it (e.g. leaves).’

Consonant mutation is not as frequent in verbs as it is in nouns. Table 7.2 gives the distribution of morpheme-initial consonants in the different classes of verbs. Two verb classes participate regularly in the process: unaccusative and transitive; and another is systematically immune: unergative. In the group of stative verbs, consonant mutation is irregular; there are few cases of the alternations p/b and t/d-n, and no cases of the alternation /ʧ/\dʒ; all cases of /ʧ/ and /ʤ/ morpheme-initially in this group do not alter, or if they do, the alternation is optional (see §7.3.1). In general, about 10% of verbs exhibit a regular pattern of alternation.
Table 7.2. Distribution of consonants morpheme-initially in stative, unaccusative, transitive, and unergative verbs. (Total = 217 verbs.)

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>b</th>
<th>p/b</th>
<th>t</th>
<th>d</th>
<th>t/d,n</th>
<th>ʧ</th>
<th>ʤ</th>
<th>ʧ/ʤ</th>
<th>k</th>
<th>?</th>
<th>m</th>
<th>n</th>
<th>ʤ</th>
<th>r</th>
<th>w</th>
<th>y</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stative (111 verbs)</td>
<td>14</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Unaccusative (19 verbs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Transitive (46 verbs)</td>
<td></td>
<td>2</td>
<td>9</td>
<td></td>
<td></td>
<td>1</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Unergative (40 verbs)</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In derivations by means of the causative $m\text{-}\theta$ (derived transitives), if a verb root undergoes the process, it surfaces with the voiced variant in the derived verb. This is illustrated in (15). These derivations are the only exceptions to the generalization that the preceding element must be the head’s argument. In these cases, the alternating head functions as the argument of the verbal head $m\text{-}\theta$.

(15) (a) i-mә-ʧém ‘make x go out, leave’

3Ob-CAUS-go.out

ʧém őn ‘I will go out.’

go.out 1sg

(b) i-mә-dáʃį-m ‘make x hot’

3Ob-CAUS-be.hot-IMPRF

y-op-táʃip ‘The stick is hot.’

3-CL-be.hot
Consonant mutation is obligatory in a verb if it is associated with an internal argument. The examples below illustrate consonant mutation between an unaccusative verb and its subject, (16)a, and a transitive verb and its object, (16)b; and (16)c gives an example of the alternation with a stative verb.

(16) Voiceless Voiced
(a) ꩞ɛm ōn o-ɡɛm
   go.out.IMPRF 1sg 1Su-go.out
   ‘I will go out.’ ‘I went out.’

(b) o-y-op-tákát
   1Su-3-CL-cut firewood cut-RED-IMPRF 1sg
   ‘I cut the stick.’ ‘I’m cutting firewood.’

(c) ayaʃʃat tap t-ap-pérén piŋá-bɔ i-bɔ-berén
   woman hair 3-hair-be.long hook-CL 3-CL-be.long
   ‘The woman’s hair is long.’ ‘The fishing line is long.’

A list of verbs that have a regular pattern of alternation is given below. (17) provides examples of stative verbs that participate in consonant mutation; (18) and (19) illustrate unaccusative and transitive verbs respectively.

(17) Stative verbs
(a) pérén / bérén ‘be long’
   párák / bárarák ‘be written, marked’
   paŋɔre / baŋɔre ‘be difficult’
   paŋarém / baŋarém ‘be invisible’

(b) taʃʃip / daʃʃip ‘be warm, hot’
   tarém / darém , narém ‘be fetid’
   tot / dot ‘be painted, tattooed’
(18) Unaccusative verbs
   (a) ʧó / ʤó  ‘go’
       ʧém / ʤém  ‘go out/leave’
   (b) tot / dot  ‘come’

(19) Transitive verbs
   (a) pɔ / bɔ  ‘catch, carry’
       pɔywåt / bɔywåt  ‘help, advise’
   (b) takåt / dakåt  ‘cut’
       tá / dá  ‘cook’
       tɛ / dɛ  ‘grate’
       tobóʃik / doboʃik  ‘find’
       todɔòat / doòòat  ‘bring s.t. to s.o.’
       tawɔn / dawɔn, nawɔn  ‘sharpen’
       taɛ / daɛ, naɛ  ‘choose’
   (c) ʧò / ʤò  ‘see’

The following verbs are classified as non-alternating. (20) illustrates non-alternating stative verbs, and (21) non-alternating unergative verbs.

(20) Stative verbs
   (a) i-poʃi  ‘It’s heavy.’
       i-pík  ‘It’s burned.’
       i-paʃi  ‘S/he’s feverish.’
       i-parara  ‘S/he’s afraid, scared.’
       i-pɔɔòk  ‘It’s dry.’
       i-pɔk  ‘S/he’s beaten (with a stick).’
(b) i-bẹnẹn  ‘S/he’s full.’
i-bàkbàk  ‘It’s cracked.’
i-bík  ‘S/he’s lying.’
yo-bọ̀  ‘It’s big.’

(c) i-tok  ‘It’s perforated.’
i-tóróŋ  ‘It’s crooked.’
tóró-ʔi  ‘It’s hanging.’

(d) i-díp  ‘It’s beautiful.’
i-deŋ  ‘It’s be stabbed.’
i-də  ‘It’s loose.’

(e) i-tʃąd  ‘It’s sour.’
i-tʃókʃók  ‘S/he’s happy.’
i-tʃàŋ  ‘It’s straight.’
i-tʃà  ‘It’s hard.’
i-tʃágàk  ‘It’s squeezed.’

(f) i-ʧöŋʃọŋ  ‘It’s fat.’

(21)  Unergative verbs
(a) Ḟẹ-pire  ‘blink’
 Ḟẹ-pit  ‘go away’
 Ḟẹ-pírîŋ  ‘sink’
(b) ʤe-baw  ‘burp’
      ʤe-bók  ‘float in the water’

(c) ʤe-tip  ‘dive’
      ʤe-úút  ‘suck’

(d) ʤe-dok  ‘swim’
      ʤe-dede  ‘talk, answer’
      ʤe-dáó  ‘run, go fast’

(e) ʤe-tʃó  ‘stop’

(f) ʤe-dʃóro  ‘jump’

7.2.3 Other cases

Consonant mutation also pervades other classes, including postpositions (22), several particles (23),4 and the verbalizer suffix (24). In these groups as well, voicing of the morpheme-initial stop is determined by the preceding segment.

(22)  Postpositions

(a)  waén  pádí      ək-ʔá      bádí
      oven  inside      house-CL:round inside
      ‘inside the oven’ ‘inside the house’

(b)  ayáʧát=pe      ək-ʔá=be
      woman=in/to      house-CL=in/to
      ‘to the woman’   ‘in the house’

---

4 Here I use the term ‘particle’ for expository reasons; a proper classification is still necessary.
(c)  waën  ʧɛdɛ́
oven  on  house-CL  on
‘on the oven’  ‘over the house’

(d)  ɑk-ʔá   ʧɛdɛ́
banana-CL  under= in/to  canoe  under= in/to
‘under the banana tree’  ‘under the canoe’

(23)  Particles

(a)  kapík-pi-ŋ  pimá...
work-RED-IMPRF  when
‘While working...’  ‘When there are many...’

(b)  ón  pit...
1sg  contrast  ?-DEM  contrast
‘as for me...’  ‘as for him...’

(c)  ʧjók  pøk
2.bathe  stand.up-?
‘Go bathe!’  ‘Stand up!’

(d)  w-e-kapík  pøt
1-Poss-work  ability
‘I can work.’  ‘I can go up.’

(e)  i-ʧjók-ʧjók  pøyé...
3Su-be.happy-RED  because
‘Because s/he’s happy...’  ‘Because it’s heavy...’
(f)  i-dïp  ʧïʧá  i-pï  ʤïʤá
3Su-be.beautiful  Intensifier  3Su-hurt  Intensifier
‘S/he’s is very beautiful.’  ‘It hurts a lot.’

(g)  ōn  tak  o-jí  dak
1sg  too  1-mother  too
‘me too’  ‘my mother too’

(h)  o-ktop  tó  o-ʔát?  bïo  dô  o-y-ʔóká?
1-husband  Q  3Su-fall  tapir  Q  3Su-3Ob-kill
‘Was it my husband who fell?’  Was it a tapir that he killed?’

(24)  o-sɔ-itmap-tá  o-sɔ-tayjí-dá
1Su-3Ob-husband-Vzr  1Su-3Ob-wife-Vzr
‘I arranged her marriage.’  ‘I arranged his marriage.’

The process also applies to compounds formed with an alternating morpheme, whether it is a verb, (25), or a noun, (26).

(25)  Compounds: verbs

(a)  pã-tʃá / bã-tʃá  ‘be strong’
arm-be.hard

(b)  pi-ʔarók / bi-ʔarók  ‘be thirsty’
mouth-be.dry

(c)  tag-bók / daq-bók  ‘be slim, thin’
leg-?

(d)  tao-ʔapín / dao-ʔapín  ‘be short’
leg-be.short
To sum up: consonant mutation is a regular and obligatory alternation of a head in the presence of its argument. Grammatically, it serves to express the local dependency relation that holds between, for example, possessor-possessee, subject-unaccusative verb, object-transitive verb, object-postposition, etc. If these syntactic conditions are not met, consonant mutation does not apply. In the next section we will see some of these cases, which lead to the conclusion that there are two processes involved: lenition and fortition.
7.3 Phonological aspects

We saw earlier that certain classes of morphemes (e.g. inalienable nouns, unaccusative verbs, transitive verbs, postpositions, etc.) participate regularly in the process of consonant mutation, in that morpheme-initial consonants surface voiced after vowels and glides, and voiceless after other consonants. Mundurukú has 7 oral stops, /p, b, t, d, ŋ, g, k/, but mutation applies only to those that contrast for the feature [voice]; thus the alternation k/g is never found. Examples are provided below; the p/b alternation is illustrated in (27), t/d in (28), and ŋ/ŋ in (29).

(27) (a) ayáŋáŋ pa
    woman arm
    ‘woman’s arm’
   i-tayʃi bá
    3-wife arm
    ‘his wife’s arm’

(b) t-ōn-pá
    3-feces-CL
    ‘his/her intestines’
   pįŋá-bó
    fishhook-CL
    ‘fishing string’

(c) ayáŋáŋ ṭoté
    woman name
    ‘woman’s name’
   toʃáw bóté
    chief name
    ‘chief’s name’

(28) (a) ka-sop-tá
    thing-flame-CL
    ‘star’
   mɔrá-da
    corn-CL
    ‘corn (seeds)’

(b) tawé daó
    monkey leg/bone
    ‘monkey’s leg/bone’
   dápsém taó
    deer leg/bone
    ‘deer’s leg/bone’

(c) tawé doy
    monkey blood
    ‘monkey’s blood’
   dápsém toy
    deer blood
    ‘deer’s blood’
The interaction between consonant mutation and nasal harmony (examined in Chapter 6), has developed another pattern, t/n, which is the nasal version of the t/d alternation (see §7.3.3). Before a nasalized vowel, (30), the alternation is obligatorily t/n.

(30) (a) dápsém tây módî nây / *dây
deer tooth
cotia tooth
‘deer’s tooth’
‘rodent’s (sp.) tooth’

(b) jìn-tóm wenô-y-nôm / *dôm
pancake-CL nut-CL-CL
‘flour for pancake’
‘nut flour’

(c) o-ktop tân o-nôn / *dôn
1-husband feces 1-feces
‘my husband’s feces’
‘my feces’

There is no interaction with nasality in the alternations p/b and ŋ/ŋ. 

(31) (a) ayáṭját pôñbí o-bôñbí
woman wrist
‘woman’s wrist’
‘my wrist’
There are some irregularities that resulted from the interaction between consonant mutation and nasality, but I will save these for §7.3.3.

Consonant mutation is structure-preserving; it does not generate phonemes that are not already members of the phonemic inventory. Only consonants with voiced-voiceless pairs in the inventory may alter; that is, p/b, t/d and ʧ/ʤ, but not k/g, as shown in (32).

(32) (a) ə-ʔit-kap ə-káp
   3Su-child-pass 3Su-pass
   ‘The child was born.’ ‘S/he passed by.’

(b) kák kádá-m ə-ʤó b Já kádá-m ə-ʤó
    fox look.for-IMPRF 3Su-go tapir look.for-IMPRF 3Su-go
    ‘S/he went look for a fox.’ ‘S/he went look for a tapir.’

The prohibition on a voiced velar [g] can be accounted for by the phonologization of an aerodynamic constraint on voicing in obstruents (Ohala 1983), as discussed in Chapter 3. To vibrate, the vocal folds require sufficient airflow passing through the glottis. This requirement enters in conflict with the complete closure required in the production of a stop, because the closure causes the air to accumulate more rapidly in the oral cavity, and consequently, inhibit vibration of the vocal folds. In this sense, voicing is threatened for obstruents in general, but the anterior versus posterior sites of constriction also make a difference: the further back an obstruent is articulated, the more difficult it is to maintain voicing since air accumulates more rapidly in back articulated stops, like [g], than in front articulated stops, like [b].

In conformity with the aerodynamic constraint on voicing in obstruents, I propose the following constraints on the cooccurrence between obstruents and voicing, given in (33)a-c. Their harmonic ranking is as shown in (33)e, which determines that voiced labials are less marked than coronals, and these are less marked than velars.
(33) (a) *VoIvel
A velar [-sonorant] must not be voiced.

(b) *VoICOR
A coronal [-sonorant] must not be voiced.

(c) *VoILAB
A labial [-sonorant] must not be voiced.

(d) MAX[±voice]
Input [±voice] segments have output correspondents.

(e) Harmonic ranking
*VoIvel >> *VoICOR >> *VoILAB

The interaction between faithfulness and markedness constraints will then allow or disallow voicing contrasts on particular segments. Crucially, *VoIvel, which bans voiced velar obstruents, must outrank faithfulness to voicing, MAX[±voice], in order to guarantee that /g/ will never surface, and /k/ will never undergo voicing in Mundurukú.

Tableau 7.1. Prohibition on [g]: bôô kǝdám ‘to look for a tapir’.

<table>
<thead>
<tr>
<th>bôô kǝdám-m or gǝdǝm-m</th>
<th>*VoIvel</th>
<th>MAX[±voi]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. bôô gǝdǝm</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. ≠ bôô kǝdám</td>
<td>(*)</td>
<td></td>
</tr>
</tbody>
</table>

As for other stops, the contrast between voiceless /p, t, ʧ/ and voiced /b, d, ʤ/, must be preserved, as shown by the examples in (34).

(34) (a) i-PIK *ibik i-bik

3Su-be.burned 3Su-be.closed
‘It’s burned.’ ‘It’s closed.’
(b)  i-mə-tōk \*imədōk  ʤe-dōk
3Ob-CAUS-be.perforated  CoRef.Poss-swim
‘to perforate s.t.’   ‘to swim’

(c)  i-ʧāk-ʧāk \*oʤakʤak  oʤat
3Su-be.squeezed-RED  1Su-catch
‘It’s squeezed.’   ‘I caught.’

We must therefore guarantee voicing distinctions in other places of articulation. This can be obtained if faithfulness to voicing outranks the markedness constraints on voicing in labials and coronal obstruents, as shown in the following tableau.

Tableau 7.2. Contrast between voiceless and voiced stops maintained.

<table>
<thead>
<tr>
<th>i-pik ‘be burned’</th>
<th>*VOIVEL</th>
<th>MAX[±voi]</th>
<th>*VOICOR</th>
<th>*VOILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-bik ‘be closed’</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. i-pik</td>
<td>!</td>
<td></td>
<td></td>
<td>!</td>
</tr>
<tr>
<td>i-pik</td>
<td></td>
<td></td>
<td></td>
<td>!</td>
</tr>
<tr>
<td>b. i-pik</td>
<td>?</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>i-bik</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

But the situation is different in consonant mutation where labials and coronals may surface voiceless or voiced. Here it is important to establish whether the process involves the loss of the feature [+voice], or the opposite, i.e. addition of [+voice]; or perhaps both.

7.3.1 Lenition versus fortition; lenition and fortition

The criteria for deciding the direction in voicing alternation are variable. Mutation may be a case of ‘lenition’, which refers a change of a consonant considered ‘strong’ into one considered ‘weak’; for instance, voiceless stops (*fortis*) change into voiced stops or fricatives (*lenis*). Or it may be the reverse, ‘fortition’, in that a weak consonant changes into a strong consonant; thus, voiced stops change into voiceless stops.

One way of establishing the direction is to place alternating morphemes in a context that does not favor alternation. This may be utterance-initially or within a sentence in which the
element preceding the alternating morpheme does not form a morphological or syntactic unit with it. Examples of the first kind are better to obtain for all three alternations in Mundurukú, allowing us to draw a good parallel between them. The first two columns below illustrate the alternation; the third column contains the same morphemes utterance-initially, without alternation. Note that the variants that surface are voiceless in the case of p/b and tʃ/ʤ.

(35) | Voiced | Voiceless | No alternation: voiceless /p/ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>o-tayʃi bí</td>
<td>ayátʃát pi</td>
</tr>
<tr>
<td>1-wife mouth</td>
<td>woman mouth</td>
<td>mouth-hair-take-RED=HAB=NOM</td>
</tr>
<tr>
<td>‘my wife’s mouth’</td>
<td>‘woman’s mouth’</td>
<td>‘barber’</td>
</tr>
<tr>
<td>(b)</td>
<td>piʃá-bo</td>
<td>t-ʒn-pó</td>
</tr>
<tr>
<td>fishhook-CL</td>
<td>3-feces-CL</td>
<td>finger-enclosure</td>
</tr>
<tr>
<td>‘fishing line’</td>
<td>his/her intestines’</td>
<td>‘ring’</td>
</tr>
</tbody>
</table>

(36) | Voiced | Voiceless | No alternation: voiceless /tʃ/ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>doy-ʃem-ʃem</td>
<td>ʒ-y-ákoóp-ʃem</td>
</tr>
<tr>
<td>3Su-go.out-RED</td>
<td>3Su-3-pus-go.out</td>
<td>go.out-RED=HAB 1-mother</td>
</tr>
<tr>
<td>‘to bleed’</td>
<td>‘The pus came off.’</td>
<td>‘My mother always goes out.’</td>
</tr>
<tr>
<td>(b)</td>
<td>ʃ-ʃí Belém be</td>
<td>--------</td>
</tr>
<tr>
<td>3Su-go Belém LOC</td>
<td></td>
<td>go-IMPRF 1sg</td>
</tr>
<tr>
<td>‘S/he went to Belém.’</td>
<td></td>
<td>‘I will go.’</td>
</tr>
</tbody>
</table>

Surprisingly, the situation is different with the alternation t/d-n. Here we obtain the voiced variant.

(37) | Voiced | Voiceless | No alternation: /d/ or /n/ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>tawé doy</td>
<td>dápsém toy</td>
</tr>
<tr>
<td>monkey blood</td>
<td>deer blood</td>
<td>blood-go.out-RED</td>
</tr>
<tr>
<td>‘monkey blood’</td>
<td>‘deer blood’</td>
<td>‘to bleed’</td>
</tr>
</tbody>
</table>
We have thus identified two opposite effects of consonant mutation in Mundurukú: voiceless stops /p, tʃ/ undergo voicing (lenition), and /d/ undergoes devoicing (fortition).

Further support is given in (38), which contains unergative verbs (on the left) derived from stems that participate in the p/b alternation (on the right). Consonant mutation does not apply to unergatives because the relation between a head and its dependent is intermediated by two other elements, the possessive prefix {e-è-, e-} and the prefix {ʧe-}, which marks coreferentiality (where ʧe-+e- → ʧe-); thus unergatives are morphologically complex: Dependent-Coreferential-Possessive-Head (see Picanço 2004 for details), and therefore do not satisfy the morphosyntactic conditions on the process, which determines that head and dependent must be in a local dependency relation: Dependent-Head. Therefore, unergatives provide another good argument for the lenition/fortition controversy. As shown in (38), the fact that the derived verbs surface with a voiceless stop confirms the lenition hypothesis for the p/b alternation.

(38) Derived unergative verbs

(a)  o-ʧe-ˈpido-wát  
    1Su-CoRef.Poss-breath?-?
    ‘I breathed.’
    Compare:  o-ˈbído  
    1-breath
    ‘my breath’

(b)  o-ʧe-ˈpaʔarém  
    1Su-CoRef.Poss-be.invisible
    ‘I disappeared.’
    Compare:  o-ˈbaʔárém  
    3Su-be.invisible
    ‘I’m invisible.’
Now let us look at the examples in (39). The stative root ʧèk ‘be cold’ exhibits an irregular pattern of consonant mutation; the voiced variant only occurs in the compound kaʤèk, (39)c, but not in the stative and transitive-causative forms, (39)a-b. This case is exceptional, but also suggests that the root-initial consonant was originally voiceless; thus in the case of the alternation ʧ/ʤ, the process is also lenition.

(39) (a) i-ʧèk ‘It’s cold.’
3Su-be.cold

(b) i-mà-ʧèk ‘make x be cold’
3Ob-CAUS-be.cold

(c) ón ka-ʤèk ‘I’m cold (weather).’
1sg thing-be.cold

A parallel argument can be offered for the fortition hypothesis. The noun dafá ‘fire/firewood’, historically an inalienable noun, is synchronically used without a possessor, as other nouns designating basic cultural products; for example, e ‘tobacco’, op ‘arrow’, and ʧà ‘house’. However, while the free form contains a voiced stop /d/, this initial consonant still alternates when the noun is possessed; for instance, ayàfà́ tafá ‘woman’s firewood’ versus odafá ‘my firewood’. Supposing that the free form of the noun retained the underlying consonant, then the t/d alternation in fact refers to a process in which a voiced stop is devoiced after consonants, i.e. fortition.

Putting all the considerations above together, consonant mutation in Mundurukú is thus the result of the interaction of two processes: lenition, which assigns the feature [+voice] to an initial /p/ or /ʧ/, and fortition, which deletes [+voice] from an initial /d/. There is, however, a minor objection to the lenition/fortition distinction in consonant mutation: distribution. Recall from

5 Voicing is not due to the morpheme ka- Compare ka-ʤèk ‘cold’ and ka-tô (thing-purple) ‘a Mundurukú village’.
Table 7.1 and Table 7.2 that consonant mutation applies regularly to three major classes: (i) inalienable nouns, (ii) transitive verbs, and (iii) unaccusative verbs. The generalization for these classes is that if a head surfaces with a voiced stop initially, it can also have a voiceless variant; but not conversely. The number of counter-examples is significantly low, but this statement implies that there is only one process involved, namely fortition. In support of this we find that fortition begins to be generalized in the language; i.e. non-alternating voiced stops begin to be affected in similar contexts, as shown in (40)a-b, which may now have voiced and voiceless variants when preceded by voiceless stops. Voiceless stops remain unaffected, (40)c.

(40)  
(a)  boŋ  ‘be big’  t-ɔp-boŋ  Also:  tɔp-pɔŋ  
3-leaf-be.big  ‘The leaf is big.’

(b)  dìp  ‘be beautiful’  t-ap-dìp  Also:  tap-típ  
3-hair-be.beautiful  ‘His/her hair is beautiful.’

(c)  pîk  ‘be burned’  o-ba-pîk  *obابîk  
1-arm-be.burned  ‘My arm is burned.’

I suggest that the examples in (40) are innovations, which have not yet been consolidated in the grammar. This is perhaps an attempt the grammar is making to resolve the conflict between fortition and lenition, by having only one process. Given this, it remains for us to account for the following observations.

(41)  Summary of the facts
(a)  The language contrasts /p/ vs. /b/, /t/ vs. /d/, /ʧ/ vs. /ʤ/, but /k/ vs. */g/.
(b)  Neutralization of contrasts I: voiceless stops /p/ and /ʧ/ become voiced (lenition).
(c)  Neutralization of contrasts II: voiced /d/ becomes voiceless (fortition).
(d)  Triggers: vowels and glides trigger lenition; obstruents (stops and nasals) trigger fortition.
(e)  Direction: assimilation is progressive.
(f) Structure preservation: consonant mutation does not generate phonemes that are not already members of the inventory.

(g) Generalization: non-alternating voiced stops begin to be affected in similar contexts; thus, the tendency is to generalize fortition, not lenition.

(h) Interaction with nasality: t/d alternation in oral contexts, t/n in nasal contexts.

(i) Dialectal variation: the result of a historical change in nasal harmony (see §7.3.3).

### 7.3.2 Discussion and analysis

The particulars of Mundurukú consonant mutation brings about broader perspectives for featural phonology and OT in general. First, consonant mutation shows the possibility of having two phenomena, so to speak, in complementary distribution relative to each other; this is in the sense that they do not overlap the segments affected.

Second, in consonant mutation the features of a coda segment prevail over those of an onset. This has some implications for claims about positional faithfulness (Beckman 1998; Lombardi 1996, 1999), which, in the case of voicing assimilation, deals better with regressive assimilation (e.g. Lombardi 1996). Mundurukú voicing alternation is more restricted, and crucially requires morphosyntactic information; for instance, morpheme-specific properties and appropriate morphological or syntactic configurations.

Finally, these alternations do not conflict with general requirements that maintain voicing contrasts elsewhere in the grammar. For example, the language contrasts /p/ versus /b/, but this contrast may be neutralized under specific conditions, and /p/ can be realized as [b].

In classic OT, a feature $F$ is contrastive in a language if faithfulness to $F$ outranks some markedness constraint on $F$, e.g. $^*F$.

<table>
<thead>
<tr>
<th></th>
<th>(a) Faith-$F$ $&gt;&gt;$ Markedness-$F$</th>
<th>(b) Markedness-$F$ $&gt;&gt;$ Faith-$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F is contrastive</td>
<td>F is neutralized</td>
</tr>
</tbody>
</table>

In Mundurukú, [voice] is contrastive in the stop series, except for the velar stop /k/. This implies that the language requires the ranking in (42)a, in that faithfulness to [voice] outranks markedness constraints on voicing, with the exception of $^*\text{VoI}\text{VEL}$, as shown in Tableau 7.1 and Tableau 7.2 above. But under specific conditions, contrasts may be neutralized: voiceless obstruents may be voiced in onset position, and voiced obstruents may be voiceless. Thus, the language also makes use of the ranking in (42)b.
The relevant observation is: “To indicate a dependency relation between a head and its internal argument, a morpheme-initial stop must agree with the preceding segment in the following way: if the segment is [-consonantal], the stop is [+voice]; if it is [+consonantal], then the stop is [-voice]. Elsewhere, voicing contrasts are maintained.”

Consonant mutation is clearly a language-specific device. First, mutation is mainly determined by the feature [consonantal]: the voiceless forms occur following segments that are [+consonantal], which include not only voiceless obstruents but also sonorants like nasal stops; in addition, these must be distinguished from [-consonantal] segments (i.e. vowels and glides), which trigger voicing.

Another reason is that mutation serves to a specific morphosyntactic function: to mark a dependency relation between a head and its argument.

These particular aspects of the process require that the constraint demanding the alternation be specific to Mundurukú. Alternatively, one could account for the patterns by means of allomorphy, as in (43). Every alternating morpheme has two underlying forms: voiced and voiceless, which must be selected to their appropriate environments.

(43) Alternating morphemes as allomorphs

(a)   pídɔ́   ‘breath’   Elsewhere
      bídɔ́    Selected after [-consonantal] segments

(b)   toy      ‘blood’   Selected after [+consonantal] segments
      doy     Elsewhere

(c)   tʃé́      ‘to go’   Elsewhere
      ʤé́    Select after [-consonantal] segments

A disadvantage of the allomorphy approach concerns the selection of allomorphs to the ‘appropriate contexts’. Under this view, this is done by the phonology. In the case of the variants p/b and tʃ/ʤ, voiced forms are selected following a [-consonantal] segment, and voiceless forms elsewhere; but in the alternation t/d/ʤ, is the elsewhere case. The allomorphy approach misses the generalization that voicing alternation takes place only if there is a dependency relation between two elements; elsewhere voicing contrasts are maintained. To demonstrate this, suppose
the following sequential prohibitions, which will be used to select the allomorphs to their appropriate contexts. (44)a selects the voiced variant following a vocalic segment; and (44)b selects the voiceless variant.

(44) (a)  *[-cons] – [-son, +cons, -cont, -voi]  
(Shorthand: *VOI-VLS)

A sequence [-cons, +cont] – [+cons, -cont, -voi] is prohibited.

(b)  *[+cons] – [-son, +cons, -cont, +voi]  
(Shorthand: *VLS-VOI)

A sequence [+cons, -cont] – [+cons, -cont, +voi] is prohibited.

*VOI-VLS says that a voiceless stop, i.e. [-son, +cons, -cont, -voi], can be in sequence with a glide or vowel, and *VLS-VOI that a voiced stop cannot be in sequence with another consonant. The sequential prohibitions pick voiced and voiceless allomorphs according to the contexts. The following tableau demonstrates the selection of voiced forms if the morpheme follows a vowel. Note that selection of either allomorph satisfies MAX[±voice] because both forms are available in the input.

Tableau 7.3. Selection of voiced variants.

<table>
<thead>
<tr>
<th>V-{pièdo/biédo}</th>
<th>*VOVEL</th>
<th>MAX[±voi]</th>
<th>*VOI-VLS</th>
<th>*VLS-VOI</th>
<th>*VOICOR</th>
<th>*VOILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. V-pièdo</td>
<td></td>
<td>!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. V-biédo</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V-{toy/doy}</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. V-toy</td>
<td></td>
<td>!</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. V-doy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Tableau 7.4 shows that the ranking also selects the voiceless forms following a [+consonantal] segment.
The ranking also predicts that, word-initially, the voiceless allomorph must be selected, as illustrated in the following tableau. This is satisfactory for the alternations p/b and tʃ/ʤ;

<table>
<thead>
<tr>
<th>C-{pièdo/bièdo}</th>
<th>*VOIEL</th>
<th>MAX[±voi]</th>
<th>*VOI-VLS</th>
<th>*VLS-VOI</th>
<th>*VOICOR</th>
<th>*VOILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. C-pièdo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. C-bièdo</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
<td>!</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C-{toy/doy}</th>
<th>*VOIEL</th>
<th>MAX[±voi]</th>
<th>*VOI-VLS</th>
<th>*VLS-VOI</th>
<th>*VOICOR</th>
<th>*VOILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. C-toy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. C-doy</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>!</td>
<td></td>
</tr>
</tbody>
</table>

but not for the t/d alternation, where the ranking picks the voiceless allomorph in these contexts, but the actual forms must be voiced.⁶

In addition, by treating alternating morphemes as subject to phonological requirements only, the analysis generates patterns that are not attested in the language. For example, the unergative verb ʤe-pído ‘to breathe’ is derived from an alternating root, as we saw above in (38); although the prefix ʤe- ends in a vowel, the initial consonant /p/ must be voiceless because ʤe- is not the

---

⁶ One could argue that coronals, as opposed to labials and velars, are required to voiced. A constraint demanding this (e.g. VOICOR: If [coronal] then [+voice]) would correctly select the voiced form in Tableau 7.6, but it would also predict that the tʃ/dʒ alternation, which also involves coronals, should pattern the same way.
dependent argument of *pído*. However, the sequential prohibitions are context-free, i.e. they do not refer to the morphosyntactic conditions to which the process is subject. The ranking thus predicts that the voiced variant must be selected whenever there is a preceding vowel.

Tableau 7.7. Wrong prediction: selection of voiced variant.

<table>
<thead>
<tr>
<th></th>
<th>*VOIVEL</th>
<th>MAX[±voi]</th>
<th>*VOI-VLS</th>
<th>*VLS-VOI</th>
<th>*VOICOR</th>
<th>*VOILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dgė-phisōdo</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. dgė-biidoso</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

These problems arise because consonant mutation does not follow from phonological requirements only. Whether we posit one or both forms underlyingly, the constraint must refer to the syntactic configuration in which mutation is required. In other words, it needs to make reference to (a) the morphosyntactic conditions that determine the alternation, (b) triggers and targets, and (c) the effects; that is, lenition in one case, fortition in the other, as the language exhibits both.

A constraint is proposed in (45). Condition (i) refers to previous *VOI-VLS and (ii) refers to *VLS-VOI, which have been incorporated into a single constraint with reference to the morphosyntactic environment where they apply. Each of these could be proposed independently, but for present purposes, I will refer to them as DHR[voi].

(45) Dependent-Head-Relation[voice] (DHR[voi])

In a Dependent-Head relation, α is a segment of Dependent, and β a segment of Head.

Let α and β be adjacent,

(i) if β is [-son, +cons, -cont], but α is [-cons], then β is [+voiced]; but
(ii) if α is [+cons], then β is [-voice].

With DHR[voice], alternation is achieved. This is shown in the tableau below, which illustrated lenition. DHR[voice] must dominate faithfulness to [voice] in order to allow loss or addition of the feature [voice], without fatal violations of MAX[±voice]. Epenthesis of a vowel in the cluster C-p satisfies DHR[voi] as long as the stop surfaces voiced, but fatally violates W-CONTIGUITY, which forbids epenthesis.

<table>
<thead>
<tr>
<th>V-<em>pi</em>do</th>
<th>*VoIVEL</th>
<th>W-CONTIG</th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th>*VoICOR</th>
<th>*VoILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *V-<em>pi</em>do</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>
| b. V-*bi*do | | | | | | *

<table>
<thead>
<tr>
<th>C-<em>pi</em>do</th>
<th>*VoIVEL</th>
<th>W-CONTIG</th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th>*VoICOR</th>
<th>*VoILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. C-<em>pi</em>do</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| b. C-*bi*do | *! | | | | * | *
| c. C-*bi*do | *! | | | | * | *

Because DHR[voice] applies only if two elements stand in a dependent-head relation, it does not require the alternation in derivations in which the Head is not preceded by the Dependent, as in the case of the unergative verb *dhe*pi*do* ‘to breathe’, derived from the alternating root *pi*do. Here, the preceding vowel is not a segment of the Dependent, so the initial /p/ is not required to undergo voicing. Alternation in these cases fatally violate MAX[±voi].

Tableau 7.9. No alternation. Input: *dhe-*pi*do* ‘to breathe’.

<table>
<thead>
<tr>
<th>dhe-e-<em>pi</em>do</th>
<th>*VoIVEL</th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th>*VoICOR</th>
<th>*VoILAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dhe-<em>bi</em>do</td>
<td></td>
<td>*!</td>
<td>**</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. dhe-<em>pi</em>do</td>
<td></td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ranking can also account for fortition, as shown in Tableau 7.10;


<table>
<thead>
<tr>
<th>C-*doy</th>
<th>*VoIVEL</th>
<th>W-CONTIG</th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th>*VoICOR</th>
<th>*VoILAB</th>
</tr>
</thead>
</table>
| a. C-*to*y | | | | | | *
| b. C-*doy | *! | | | | | *
| c. C-*doy | *! | | | | | *
and retention of /d/ if it does not occur in the context that requires alternation. The example in the next tableau is interesting because the verb is a compound, formed by two alternating morphemes: *doy* ‘blood’ and *ʧɛm* ‘to go out’, in which *doy* functions as the Dependent of the verb root. Thus alternation is required for the root but not for the noun. This is why candidate (c) is ruled out and (b) wins.

**Tableau 7.11. Input: *doy-ʧɛm* ‘to bleed’**

<table>
<thead>
<tr>
<th><em>doy-ʧɛm</em></th>
<th><em>VOIEL</em></th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th><em>VOICOR</em></th>
<th><em>VOILAB</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>blood-go.out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. toy-ʧɛm</td>
<td><strong>!</strong></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. <em>doy-ʧɛm</em></td>
<td>*</td>
<td><strong>!</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. <em>doy-ʧɛm</em></td>
<td>*!(</td>
<td>ʧ</td>
<td>)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The problem is the class of stative verbs, which have both alternating and non-alternating roots, as seen above in §7.2.2. It is not possible, for example, to generate the contrast between the two cases in (46) based on the assumption that they are lexically similar; (46)a illustrates the p/b alternation, and (46)b illustrates a non-alternating /p/.

(46) (a) i-para → ibarárák  ‘It’s marked.’

3Su-be.marked

| t-ʧp-para → tɔpibarárák  ‘to write’ |
| 3-leaf-be.marked |

(b) i-parara → ipara  ‘S/he’s afraid.’

3Su-be.afraid

For the class of stative verbs, it is necessary to lexically distinguish two sub-classes: alternating roots take an internal argument (e.g. *pararák* ‘to be marked’), non-alternating roots do not (e.g. *parara* ‘to be afraid’). Thus, the roots that take an argument are subject to DHR[voi], and as such must undergo voicing alternation.
This is obviously a speculation; except for the fact that these roots participate in consonant mutation, I cannot offer other arguments to explain their properties as a class distinct from the one that does not alternate. This is an issue I will set aside for future research.

### 7.3.3 The t/d alternation and nasality

The history of nasal harmony in Mundurukú came up several times in this study. The system evolved from another where nasality was not blocked, like in Kuruaya. The change in nasal harmony had an effect in the inventory because a contrast between /d/ and /n/ was established. In Pre-Mundurukú, */d/ had oral and nasal allophones, determined by context: [d] preceding an oral vowel, and [n] preceding a nasal vowel. The change in nasal harmony caused a secondary split, that is, the allophones became independent phonemes. However, phonologization left a gap in the distribution of /d/ before a nasalized vowel, which is now the constraint *dī, as discussed in detail in Chapter 5.

\[(47) *dī – The sequence dī is prohibited.\]

The changes involving nasal harmony affected the t/d alternation because the voiced variant was also realized as [n] in the context of nasalization. The secondary split determined that the nasal allophone [n] should be retained in the former environments, but consonant mutation demanded [d]. The immediate consequence of this conflict was a dialectal difference, summarized in (48). For both dialects, the voiced variant of alternating morphemes is [d] before an oral vowel, and [n] before an underlying nasal vowel. The difference arises in contexts where the vowel was nasalized by spreading in the earlier system; where one dialect has [d], the other has [n].

\[(48) Summary of the patterns in consonant mutation \]

<table>
<thead>
<tr>
<th></th>
<th><em>v</em></th>
<th><em>\check{v}</em></th>
<th><em>v...\check{v}</em></th>
<th>voiceless variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialect A</td>
<td>d</td>
<td>n</td>
<td>d</td>
<td>t</td>
</tr>
<tr>
<td>Dialect B</td>
<td>d</td>
<td>n</td>
<td>n</td>
<td>t</td>
</tr>
</tbody>
</table>

The /d/-variant before an oral vowel was discussed previously in this chapter. In this section I deal with the nasal variant and the dialectal difference.

First of all, in both dialects the alternation is t/n before an underlying nasal vowel.
t/n alternation before an underlying nasal vowel

(a) dápsém tôy  mǝdî nǝy / *dǝy
   deer tooth cotia tooth
   ‘deer’s tooth’ ‘rodent’s (sp.) tooth’

(b) jín-tôm  wenǝ-y-nǝm / *dǝm
    pancake-CL nut-CL-CL
    ‘flour for pancake’ ‘nut flour’

(c) o-ktop tôń  o-nǝn / *dǝn
    1-husband feces 1-feces
    ‘my husband’s feces’ ‘my feces’

Let us assume for the moment that the underlying form in morphemes that participate in the t/n alternation is generally /d/, and that this consonant changes to [n] in the output because of the highly-ranked constraint *dǝ against the sequence [dǝ].

Recall that the ranking that determines nasal harmony, examined in Chapter 6, is as in (50).

(50)  MAXPATH[nas], NAS/SON >> *ORAL-NASAL >> DEEPATH[nas]

Since the language prohibits a sequence dǝ, the constraint *dǝ must be ranked higher than the constraints on nasal harmony. Let us suppose that the general ranking is as in (51), which combines consonant mutation with nasal harmony.

(51)  General ranking

   *dǝ >> DHR[voi] >> MAXPATH[nas], NAS/SON >> Max[±voi] >> *ORAL-NASAL >>
        DEEPATH[nas]

Before looking at the details of this interaction, we must account for the fact that both dialects make a contrast between /t, d, n/, but /d/ and /n/ never contrast before a nasal vowel; in this context we find only [n]. For that, I propose a constraint prohibiting the change /d/ → [n], here encoded by DEP[+son].
Consider first an input /t/. MAX[±voi] guarantees its realization in the output as [t].

Tableau 7.12. /t/ preserved in the output.

<table>
<thead>
<tr>
<th>tv</th>
<th>*d\text{\textbar}v</th>
<th>MAX [±voi]</th>
<th>DEP [+son]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>tv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>dv *</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>nv *</td>
<td>*!</td>
<td>*</td>
</tr>
</tbody>
</table>

Now consider /d/ before an underlying nasal vowel. Because the language prohibits the sequence d-\text{\textbar}v, the output cannot be faithfulness to its input. The vowel cannot lose its nasality, candidate (b), because of MAXPATH[nas], neither can /d/ be realized as [t], candidate (c), because [+voice] must be preserved; a better solution is then [n], which maintains voicing and does not violate highly ranked constraints.

Tableau 7.13. No contrast between /d/ and /n/ before a nasal vowel.

<table>
<thead>
<tr>
<th>d\text{\textbar}v</th>
<th>*d\text{\textbar}v</th>
<th>MAXPATH [nas]</th>
<th>MAX [±voi]</th>
<th>DEP [+son]</th>
<th>DEP PATH [nas]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>d\text{\textbar}v *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>dv</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>t\text{\textbar}v</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. \text{\textbar}</td>
<td>n\text{\textbar}v</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

But if the input is /n/, it is time for MAXPATH[nas] to take action and ensure that this feature will not be lost, as shown in the following tableau.

<table>
<thead>
<tr>
<th>nv</th>
<th>*dˤ</th>
<th>MAXPATH</th>
<th>MAX</th>
<th>DEP</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[nas]</td>
<td>[±voi]</td>
<td>[+son]</td>
<td>[nas]</td>
</tr>
<tr>
<td>a.</td>
<td>tv</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>dv</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>nv</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ranking should also be capable of producing the same results in the interaction between voicing alternation and nasal harmony. But can it account for the dialectal difference seen in (48) above?

Let us begin with the cases that do not show a discrepancy: both dialects have [n] as the voiced variant of /d/ preceding an underlying nasal vowel.

(53) t/n alternation before an underlying nasal vowel

(a) dápsém tǎy mədž nǎy / *dǎy
deer tooth cotia tooth
‘deer’s tooth’ ‘rodent’s (sp.) tooth’

(b) jǐn-tóm wenǒ-y-nöm / *dǒm
pancake-CL nut-CL-CL
‘flour for pancake’ ‘nut flour’

(c) o-ktop tǎn o-nǒn / *dǒn
1-husband feces 1-feces
‘my husband’s feces’ ‘my feces’

Tableau 7.15 gives an illustration of how the ranking produces the nasal variant if an input contains the sequence /dˤ/. Because *dˤ is ranked higher than DHR[voi], which determines the alternation, the output cannot contain [d], ruling out the form dǎn, candidate (a). Another possibility is to change /d/ into [t], candidates (b) and (c), since the language does not prohibit the sequence [tˤ]. However, (c) fatally violates DHR[voice], which requires a voiced variant after a vowel, and (b) violates W-CONTIG, which forbids inter-morphemic epenthesis. The choice
is then [n], which satisfies both DHR[voice] and MAX[±voice], since [n] is (phonetically) voiced.

Tableau 7.15. Dialects A and B. Input: \(v-d\) – \(\tilde{v}n\) ‘feces’

<table>
<thead>
<tr>
<th>v-dabby</th>
<th>*d(\tilde{v})</th>
<th>W-CONTIG</th>
<th>DHR</th>
<th>MAXPATH</th>
<th>MAX</th>
<th>DEP</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. v-dabby</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. vC-t(\tilde{a})bb</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. v-t(\tilde{a})bb</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. v-dabby</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. (\sim) v-n(\tilde{a})bb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>***</td>
<td></td>
</tr>
</tbody>
</table>

The voiceless variant is illustrated in the next tableau.

Tableau 7.16. Dialects A and B: voiceless variant.

<table>
<thead>
<tr>
<th>vC-dabby</th>
<th>*d(\tilde{v})</th>
<th>W-CONTIG</th>
<th>DHR</th>
<th>MAXPATH</th>
<th>MAX</th>
<th>DEP</th>
<th>DEPPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. vC-dabby</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. vC(\tilde{n})-n(\tilde{a})bb</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. vC-n(\tilde{a})bb</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. (\sim) vC-t(\tilde{a})bb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The dialectal difference refers specifically to cases where /d/ does not immediately precede a nasal vowel (i.e. dv…\(\tilde{v}\)). The relevant examples are given below; (54) illustrates cases in which an intervening stop blocks nasalization, and (55) illustrates cases with no blocking segments. In dialect A, we find /d/ and an unusual case of blocking: nasality is blocked right before a syllable containing /d/, and that syllable surfaces oral. In dialect B, we find /n/ only, including cases where nasalization is blocked by an obstruent; if there is no blocker, nasality spreads normally.

(54)    | UR | Dialect A | Dialect B | Gloss |
(a)    | dak\(\tilde{a}\) | [dak\(\tilde{a}\)] | [nak\(\tilde{a}\)] | ‘branch’ |
(b)    | d\(\tilde{a}\)bo\(\tilde{e}\) | [d\(\tilde{a}\)bo\(\tilde{e}\)] | [n\(\tilde{a}\)bo\(\tilde{e}\)] | ‘ember’ |
Let us begin by inspecting Dialect A.

7.3.3.1 Dialect A

In dialect A, /d/ is typically realized as [d], except before an underlying nasal vowel.

(56) Dialect A

\[
\begin{align*}
_\text{v} & \quad _\text{v} & \quad _\text{v} & \quad _\text{v} \\
\text{d} & \quad \text{n} & \quad \text{d}
\end{align*}
\]

The function of DEP[+son] is crucial. This constraint must be dominated by DHR[voi] because mutation is priority, but it must dominate the constraint that determines spreading, i.e. *OR-NAS, because this dialect does not want to have [n] unless no other possibility exists. However, there is another possibility in a context /dv...v/; namely, to stop nasality before it reaches the syllable containing /d/, as in candidate (a). Although this violates the condition on nasal harmony, it does so in order to satisfy DEP[+son].

Tableau 7.17. Dialect A. Input: v-darëm \(\rightarrow\) v-darëm ‘to be fetid’

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varnothing)</td>
<td>v.da.(\ddot{\text{r}})ëm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. v.då.(\ddot{\text{r}})ëm</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>c. v.tå.(\ddot{\text{r}})ëm</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>d. (\ddot{\text{v}}).nå.(\ddot{\text{r}})ëm</td>
<td>*!</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
<td>****</td>
</tr>
</tbody>
</table>

Any other possible scenarios should produce the same results for this dialect, even if consonant mutation is not involved. For example, the noun below is not an alternating morpheme, but also exhibits spontaneous blocking because a sequence [d\(\ddot{\text{v}}\)] could emerge.
(57) UR Dialect A Dialect B
daʔó-rēk daʔó-rēk nāʔó-rēk ‘lizard, sp.’

lizard-?

Spreading nasality as much as possible minimally violates *OR-NAS. Thus, it is better to block nasality spontaneously, candidate (f), than to not spread this feature at all, candidate (e).


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dāʔó-rēk</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>b. daʔó-rēk</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. tāʔó-rēk</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>d. nāʔó-rēk</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td>*****</td>
</tr>
<tr>
<td>e. daʔó-rēk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>!</strong>*</td>
</tr>
<tr>
<td>f. daʔó-rēk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>* ***</td>
</tr>
</tbody>
</table>

This takes care of Dialect A. Let us turn to Dialect B, which has [n] in a context /dv...v/.

(58) Dialect B

_\text{v} _\text{v} _\text{v...v}

d n n

7.3.3.2 Dialect B

Obviously the same ranking cannot generate the patterns in Dialect B, since it has a preference for [n] in a context of nasalization. Whether or not a nasal vowel is adjacent to /d/, the output is always [n]. (Here we are still assuming that the underlying representations of these morphemes contain /d/.) This preference suggests that *OR-NAS dominates DEP[+son] in this dialect. With this reranking, the chances that /darēm/ ‘to be fetid’ or /daʔó-rēk/ ‘lizard, sp.’ will surface as [daɾēm] or [daʔó-rēk] are excluded, as illustrated in the following tableaux.
Tableau 7.19. Dialect B. Input: \(v\)-darèm \(\rightarrow v\)-nàřèm ‘to be fetid’

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (v).da(\dot{\upsilon})rèm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. (v).dà(\dot{\upsilon})rèm</td>
<td>!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. (v).tà(\dot{\upsilon})rèm</td>
<td>!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| d. \(\varnothing\)v.nà\(\dot{\upsilon}\)rèm | | | | | | | * | ****

Tableau 7.20. Dialect B. Input: \(dà\dot{\upsilon}\)rèk \(\rightarrow nà\dot{\upsilon}\)rèk ‘lizard, sp.’

|-----------|-----------------|----------|-----------|--------------|------------|---------|-----------|---------------|
| a. \(dà\dot{\upsilon}\)rèk | ! | | | | | | | ****
| b. \(dà\dot{\upsilon}\)rèk | | | | | | | | ****
| c. \(tà\dot{\upsilon}\)rèk | ! | | | | | | | ****
| d. \(nà\dot{\upsilon}\)rèk | | | | | | | * | *****
| e. \(dà\dot{\upsilon}\)rèk | | | | | | * | | ****
| f. \(dà\dot{\upsilon}\)rèk | | | | | | | ! | ***

But is reranking sufficient to account for the dialectal difference? The answer is “no”. If the reranking \(\text{DEP}[+\text{son}] \gg *\text{OR-NAS} \Rightarrow *\text{OR-NAS} \gg \text{DEP}[+\text{son}]\) can generate \(nàřèm\) from \(\text{/darèm}/\), it is not possible to generate \(nak\dot{\upsilon}\) from \(\text{/dak\dot{\upsilon}/}\) ‘branch’. The ranking wrongly predicts that the output for this dialect should also be \(dak\dot{\upsilon}\), as it is in Dialect A.

Tableau 7.21. Dialect B. Wrong result: \(v\)-dak\dot{\upsilon}\ \(\rightarrow *v\)-dak\dot{\upsilon}\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varnothing)v-dak\dot{\upsilon}\</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| b. \(\otimes\)v-na.k\dot{\upsilon}\ | | | | | | * | | ****
One possibility is to invoke $^{*}\text{VOICOR}$, as shown in the following tableau. Because this constraint prohibits voiced coronals, it must dominate $\text{DEP}[+\text{son}]$ to exclude an output such as $\text{dak} \tilde{\alpha}$, and select $\text{nak} \tilde{\alpha}$ instead.

Tableau 7.22. Dialect B. Input: $v$-$\text{dak} \tilde{\alpha} \rightarrow v$-$\text{nak} \tilde{\alpha}$

<table>
<thead>
<tr>
<th>$v$-$\text{dak} \tilde{\alpha}$</th>
<th>$^{*}d\bar{\nu}$</th>
<th>$W$-$\text{CONTIG}$</th>
<th>$\text{DHR}[\text{voi}]$</th>
<th>$\text{MAXPATH}[\text{nas}]$</th>
<th>$\text{MAX}[\pm\text{voi}]$</th>
<th>$^{*}\text{VOICOR}$</th>
<th>$^{*}\text{OR-NAS}$</th>
<th>$\text{DEP}[+\text{son}]$</th>
<th>$\text{DEPPath}[\text{nas}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. $v$-$\text{dak} \tilde{\alpha}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$^{*}$!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. $v$-$\text{nak} \tilde{\alpha}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

However, it is crucial that $\text{DEP}[+\text{son}]$ be ranked higher than $^{*}\text{VOICOR}$ in order to guarantee the contrast between /d/ and /n/. With the ranking $^{*}\text{VOICOR} \gg \text{DEP}[+\text{son}]$, the prediction is that an input /d/ should be realized as [n] everywhere.

Tableau 7.23. Dialect B. Contrast between /d/ and /n/.

<table>
<thead>
<tr>
<th>$d\bar{\nu}$</th>
<th>$^{*}d\bar{\nu}$</th>
<th>$W$-$\text{CONTIG}$</th>
<th>$\text{DHR}[\text{voi}]$</th>
<th>$\text{MAXPATH}[\text{nas}]$</th>
<th>$\text{MAX}[\pm\text{voi}]$</th>
<th>$^{*}\text{VOICOR}$</th>
<th>$^{*}\text{OR-NAS}$</th>
<th>$\text{DEP}[+\text{son}]$</th>
<th>$\text{DEPPath}[\text{nas}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. $d\bar{\nu}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$^{*}$!</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>
| b. $nv$ | | | | | | | $^{*}$ | | *
| c. $tv$ | | | | | | $^{*}$! | | | |

It seems thus that this dialectal difference does not straightforwardly results from constraint reranking.

I suggest instead that the difference between Dialect A and B is a difference in the underlying representations of these morphemes, not in the ranking. Both dialects have the ranking in (59), which (i) implements the necessary contrasts, not only between voiceless and voiced stops but also between oral and nasal stops, as well as the absence of a contrast /d/ versus /n/ before a nasal vowel; (ii) determines voicing alternation and nasal harmony; and (iii) accounts for the interaction between consonant mutation and nasality.

(59) Ranking for both dialects

$^{*}d\bar{\nu} \gg W$-$\text{CONTIG} \gg \text{DHR}[\text{voi}] \gg \text{MAXPath}[\text{nas}], \text{NAS/SON} \gg \text{MAX}[\pm\text{voi}] \gg \text{DEP}[+\text{son}] \gg ^{*}\text{OR-NAS} \gg \text{DEPPath}[\text{nas}]$
I assume that the difference between the two dialects is associated with the fact that Dialect B has both /d/ and /n/ in the underlying representations of alternating morphemes (e.g. /doy/ ‘blood’ versus /nak\text{	extdegree}/ ‘branch’), whereas Dialect A has only /d/ (e.g. /doy/ versus /dak\text{	extdegree}/). This difference can be explained by the change in nasal harmony (examined in Chapter 5), as follows.

For Dialect B, phonologization of oral and nasal allophones of Pre-Mundurukú *d applied regularly throughout the entire grammar, and included morphemes that participated in consonant mutation. Take, for example, the four cases below. The development *d > d/n in consonant mutation parallels the development of non-alternating morphemes such as *dobadō > nobanō, in which the allophone [n] was phonologized in the former contexts. This is consistent with the history of *d in the language and the change in nasal harmony.

\[(60)\]

\[
\begin{array}{c|c|c|c|c}
\text{Pre-Mundurukú} & \_\text{v} & \_\text{\textdegree} & \_\text{v...\textdegree} \\
\text{Change in NH (blocked)} & & & \\
\text{+ Secondary split} & \text{doy} & \text{n\textdegree n} & \text{nak\textdegree} & \text{nobanō} \\
\text{Dialect B} & \text{doy} & \text{n\textdegree n} & \text{nak\textdegree} & \text{nobánō} \\
\text{‘blood’} & \text{‘feces’} & \text{‘branch’} & \text{‘rifle/gun’} \\
\end{array}
\]

For Dialect A, the change *d > d/n was overridden by the analogy to the t/d alternation in oral contexts. Consonant mutation was then generalized as involving an alternation between [t] and [d], except if /d/ immediately precedes a nasal vowel, in which case the prohibition *d\text{\textdegree} requires [n]. This did not affect nobánō because it is a non-alternating morpheme.\(^7\)

\(^7\) In the case of da\text{\text degree}r\text{\text degree}k ‘lizard, sp.’, Dialect A retained /d/ despite the fact that it is a non-alternating morpheme. This is probably because the nasal vowel belongs to the second morpheme: /r\text{\text degree}k/; the root itself is oral: /da\text{\text degree}t\text{\text degree}/.
If we assume that there is only one ranking, but different underlying representations, outputs such as *dak◎ in Dialect A versus *nak◎ in B can be accounted for without problems, as shown in Tableau 7.24.

Tableau 7.24. Dialects A and B.

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>_v</td>
<td>_v◎</td>
<td>_v◎◎</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Mundurukú</td>
<td>*doy</td>
<td>*d◎n</td>
<td>*dak◎</td>
<td>*dobad◎</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[doy]</td>
<td>[n◎n]</td>
<td>[n◎k◎]</td>
<td>[n◎m◎◎n]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in NH (blocked)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ Secondary split</td>
<td>doy</td>
<td>n◎n</td>
<td>nak◎</td>
<td>noban◎</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analogy to t/d</td>
<td>doy</td>
<td>d◎n</td>
<td>dak◎</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dialect A</td>
<td>/doy/</td>
<td>/d◎n/</td>
<td>/dak◎/</td>
<td>/noban◎/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>*d◎v</td>
<td>[doy]</td>
<td>[n◎n]</td>
<td>[dak◎]</td>
<td>[noban◎]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘blood’ ‘feces’ ‘branch’ ‘rifle/gun’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This concludes the account of consonant mutation in Mundurukú. The phenomenon affects groups of morphemes and respects particular morphosyntactic requirements, and as such cannot follow from universal patterns. It shows that a language may have two opposite processes, fortition and lenition, in addition to a requirement that preserves phonological contrasts. In
particular, consonant mutation shows that contrasts versus neutralization of features may not be a simple matter. But most importantly, the ranking proposed here accounts for the interaction of two phonological processes: consonant mutation and nasal harmony, and the dialectal difference in consonant mutation.

In the following section I examine some historical facts, focusing on the history of lenition.

### 7.4 On the history of the alternations ʧ/ʤ and p/b

Consonant mutation is a common phenomenon in the Mundurukú family. Kuruaya exhibits patterns similar to those found in Mundurukú: voiced following vowels and glides, and voiceless following consonants. (62) compares these alternations. While Mundurukú exhibits only a voiceless-voiced alternation, the situation is more complex in Kuruaya; the alternations are t/l and ʧ/d, a difference not only in voicing but also in manner – /l/ is phonetically realized as [l, ð] and /d/ as [d, ð]; the voiceless variants are as in Mundurukú, [t] and [ʧ] respectively. The nasal variant in Mundurukú corresponds to the nasal allophone [Ł] in Kuruaya. This was discussed extensively in Chapter 5.

(62) Correspondences in consonant mutation

<table>
<thead>
<tr>
<th>Kuruaya</th>
<th>p / b</th>
<th>t / l-[Ł]</th>
<th>ʧ / d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mundurukú</td>
<td>p / b</td>
<td>t / d-n</td>
<td>ʧ / dʒ</td>
</tr>
</tbody>
</table>

Examples of the alternations in Kuruaya are provided in (63). As seen in Chapter 6, nasality in Kuruaya targets voiced obstruents, so the voiced variants of alternating morphemes surface with their respective nasal allophones in nasal contexts; these are illustrated in the third column.

(63) Consonant mutation in Kuruaya

<table>
<thead>
<tr>
<th>Voiceless</th>
<th>Voiced</th>
<th>Nasal</th>
</tr>
</thead>
<tbody>
<tr>
<td>o-ʔik-piʔ-ne</td>
<td>o-ʔiʔ</td>
<td>o-ʔiʔ-wē [ʔiʔiʔewē]</td>
</tr>
<tr>
<td>1-belly-finger-string</td>
<td>1-finger</td>
<td>1-mouth-ʔ</td>
</tr>
<tr>
<td>‘my belt’</td>
<td>‘my finger/hand’</td>
<td>‘my chin’</td>
</tr>
</tbody>
</table>

300
(b) arek-íp-ìi máradí-li ó-lày [òlìy]
caucho-tree-liquid sugar.cane-liquid 1-tooth
‘sap of a caucho tree’ ‘sugar cane juice’ ‘my teeth’

(c) í-tim òfin í-sày din ó-dèm [ònèm]
3Su-be.good very 3Su-be.dark very 3Su-go.out
‘It’s very good.’ ‘It’s very dark.’ ‘S/he went out.’

The data on consonant mutation in Kuruaya is still scarce and not much can be said about the realizations of these morphemes outside the environments that condition the alternation. There is, however, some indication that the alternations are essentially the same in both languages. Like Mundurukú, the variant that surfaces utterance-initially in the alternation òf/d is also voiceless in Kuruaya.

(64) Mundurukú Kuruaya
(a) òfɔ-m ón òfi-m ón ‘I will go.’
   go-IMPRF 1sg
(b) ò-dí ‘S/he went.’
   3Su-go

There is considerable evidence that permits an account of the history of the alternation òf/d in Mundurukú; although there is still lack of comparative data, a similar hypothesis can be proposed for p/b.

In Chapter 5, I discussed the origin of the phonotactic restrictions *fì, *dì and *nì, and established that the pre-proto-phoneme ***C had already developed into **fì and **D in Proto-Mundurukú, as in (65). **fì was retained word-initially and postconsonantally; **D was restricted to intervocalic position, and had oral and nasal allophones, [D] and [N], determined by the oral versus nasal quality of the following vowel.
Essentially, the distribution of the reflexes of ***C in Proto-Mundurukú resemble the ʧ/d alternation in Kuruaya: ʧ word-initially and post-consonantally, and d or n intervocally, which in turn is similar to the ʧ/ʤ alternation in Mundurukú. A comparison of these patterns is given in (66).

(66) Comparing the patterns

<table>
<thead>
<tr>
<th>Voiceless form in #_, C_</th>
<th>Voiced form in v_v</th>
<th>Voiced form in v__v</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʧ / ʧ</td>
<td>ʤ / d</td>
<td>ʤ / n</td>
</tr>
<tr>
<td>ʧ’ / ʧ’</td>
<td>v-ʤ’ / v-di</td>
<td></td>
</tr>
<tr>
<td>ʧ’ém / ʧ’em ‘go out’</td>
<td>v-ʤ’em / v-n’em</td>
<td></td>
</tr>
</tbody>
</table>

The relevant observations are these. In (65) above, the sound change ***C > **ʧ/D affected all lexical items containing ***C, but it failed to apply regularly to some morphemes. Where ***C occurred intervocally only, it became invariably **D, as shown in the following examples.

(67) Reconstructions for ***C. (Pre-PM=Pre-Proto-Mundurukú; PM=Proto-Mundurukú)

<table>
<thead>
<tr>
<th>Mundurukú</th>
<th>Kuruaya</th>
<th>Pre-PM</th>
<th>PM</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɗaʧe</td>
<td>lade?</td>
<td>***LaCe?</td>
<td>**LaDe?</td>
<td>peccary</td>
</tr>
<tr>
<td>ʧidzap</td>
<td>kidap</td>
<td>***kiCap</td>
<td>**kiDap</td>
<td>shelter</td>
</tr>
<tr>
<td>aʤóre</td>
<td>adore?</td>
<td>***aCore(?)</td>
<td>**aDore(?)</td>
<td>be old</td>
</tr>
<tr>
<td>aʤo / áʤo</td>
<td>ádo</td>
<td>***aCo</td>
<td>**aDo</td>
<td>what</td>
</tr>
</tbody>
</table>
But where ***C occurred word-initially or after a consonant, it became **ʧ/. Examples of this set are difficult to assess because **ʧ/ merged with ***Tʃ in Proto-Mundurukú, as shown in Chapter 5. To recover these cases, a comparison with other Tupian languages is necessary, as the one given in (68) below. (The data were provided by Sérgio Meira (SM), Ana Galúcio (AG), Denny Moore (DM), Sebastian Drude (SM), and Luciana Storto (LS).)

I tentatively suggest in (68) that the word ʧoʔa ‘hill’ is a case of ***C word-initially, whereas ʧokôn ‘toucan’ reflects ***Tʃ in the same position. Compare the occurrences of Mundurukú ʧ, ʤ or the alternation ʧ/ʤ to the corresponding words in other Tupi languages. In addition, compare these to the forms reconstructed for Pre-Proto-Mundurukú and Proto-Mundurukú. Note that ***C corresponds to /t/ in Mawé, Aweti and Karitiana, /s, ts/ in Mekens, and /d, t/ in Gavião; ***Tʃ, on the other hand, corresponds to a glide /j/ in Mawé, Gavião and Tupari, and /n/ in Karitiana, perhaps by influence of nasalization. This suggests that, historically, Mundurukú /ʧ/ may have developed out of at least two different sources.

(68) Reconstructions for **C. (Mund=Mundurukú; Ku=Kuruaya; Maw=Mawé; Mek=Mekens; Gav=Gavião; Aw=Aweti; Kar=Karitiana; Tup=Tupari)

<table>
<thead>
<tr>
<th>Mund</th>
<th>Ku</th>
<th>Maw (SM)</th>
<th>Mek (AG)</th>
<th>Gav (DM)</th>
<th>Aw (SD)</th>
<th>Kar (LS)</th>
<th>Pre-PM</th>
<th>PM</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʧoʔa</td>
<td>ʧoʔa</td>
<td>iitiiʔok</td>
<td>soo</td>
<td>do</td>
<td></td>
<td></td>
<td>***Co</td>
<td>**ʧo</td>
<td>hill</td>
</tr>
<tr>
<td>ādok</td>
<td>ādok</td>
<td>atsu</td>
<td></td>
<td></td>
<td>atuk</td>
<td>oti</td>
<td>***aCok</td>
<td>**aDok</td>
<td>bathe</td>
</tr>
<tr>
<td>ʧo</td>
<td>ʧo</td>
<td>wanę-tup</td>
<td>sop</td>
<td>ma-tōo</td>
<td>tup</td>
<td>tip</td>
<td>***Co</td>
<td>**ʧo/Do</td>
<td>see</td>
</tr>
<tr>
<td>dō</td>
<td>dō</td>
<td>are-to</td>
<td>set</td>
<td>tēe</td>
<td>a-to</td>
<td>tat</td>
<td>***Ci</td>
<td>**ʧi/Di</td>
<td>go</td>
</tr>
<tr>
<td>ʧi</td>
<td>ʧi</td>
<td>di</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʧokôn</td>
<td>ʧokān</td>
<td>jukāŋ</td>
<td>jokāt (Tup)</td>
<td>jokāat</td>
<td>?tukan</td>
<td>neokôn</td>
<td>***Tʃokān</td>
<td>**ʧokān</td>
<td>toucan</td>
</tr>
</tbody>
</table>
The data are consistent with the hypotheses that (i) the alternating palatal affricate was originally voiceless, and (ii) that it underwent voicing intervocally. Chronologically, Pre-Proto-Mundurukú had only ***C in all environments. By lenition, ***C was voiced intervocally and remained voiceless in other environments. In Proto-Mundurukú ***C had already developed into **D and **ʧ. The reflexes of **D in modern Mundurukú are /ʤ/ and [ɲ], as explained in Chapter 5; and the reflexes of **ʧ are /ʃ/ before a high front vowel (see Chapter 5, §5.6.2), and /ʧ/. There are also cases that alternate between [ʧ] and [ʤ], because the change ***C > **ʧ/D failed to apply regularly to some instances of ***C morpheme-initially. These cases refer to morphemes that occurred in the environments that favor both **ʧ and **D. As a consequence, the grammar acquired a new morphophonological alternation.

By occurring morpheme-initially, and by referring to classes that may or may not involve a preceding morpheme, ***C had two realizations: **D and **ʧ. Consider, for example, the unaccusative verbs ***Ci ‘go’ and ***Cêm ‘go out’ in (69). Assume that these verbs occurred with or without a person marker, as they do in Kuruaya and Mundurukú (e.g. tf́êm on ‘I will go’ versus oDʃˈ ‘S/he went’). When preceded by a morpheme-final vowel, as in oDʃ, the initial consonant was placed in the environment that favored voicing, and was therefore affected; here the voiced variant is **vDv in oral contexts, and **vNv in nasal contexts. Word-initially or preceded by a morpheme-final consonant, we find the voiceless variant: **ʧv and **ʧv.

(69) ***Ci ‘to go’       ***Cêm ‘go, come out’       Pre-Proto-Mundurukú

***Ci

<table>
<thead>
<tr>
<th>#ʧi</th>
</tr>
</thead>
<tbody>
<tr>
<td>o-Di</td>
</tr>
<tr>
<td>[oD]i</td>
</tr>
</tbody>
</table>

***Cêm

<table>
<thead>
<tr>
<th>#ʧêm</th>
</tr>
</thead>
<tbody>
<tr>
<td>o-Dêm</td>
</tr>
<tr>
<td>[oNêm]</td>
</tr>
</tbody>
</table>

Proto-Mundurukú

I believe that the alternations tf/ʤ in Mundurukú, and tf/d in Kuruaya, reflect the sound change ***C > **ʧ/**D, which took place between Pre-Proto and Proto-Mundurukú. Because the distribution of these morphemes permitted them to occur in different environments, the initial consonant assimilated the change accordingly.
At a later stage, (70), Proto-Mundurukú **ʧ and **D developed into Pre-Mundurukú, *ʧ and *ʤ respectively, and these into Mundurukú /ʧ/, /ʤ/, and [ɲ]. The alternation ʧ/ʤ, which was caused by the change ***C > **ʧ/**D, thus continued through the following generations as a regular phonological process.

The history of the p/b alternation is unclear, but a similar hypothesis could also be proposed here. There is some comparative evidence showing that many instances of alternating morphemes in Mundurukú have developed out of a voiceless stop, as the examples in (71).

<table>
<thead>
<tr>
<th>Data from Rodrigues (1995); except Mundurukú and Kuruaya.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(PTG=Proto-Tupi-Guarani)</td>
</tr>
<tr>
<td><strong>Mund</strong></td>
</tr>
<tr>
<td><strong>p'o?/b'ô?</strong></td>
</tr>
<tr>
<td><strong>pído/bído</strong></td>
</tr>
<tr>
<td><strong>pe/be</strong></td>
</tr>
</tbody>
</table>

There is also evidence that /b/ originated from a voiceless stop that underwent voicing intervocally, especially if we compare Mundurukú and Kuruaya to Tupinambá in (72).

---

8 As seen in Chapter 5, Pre-Mundurukú *ʧ developed later into /ʧ/ before a high front vowel, and the nasal allophone of **D developed into /ʤ/ and [ɲ], but the latter merged with the allophone of /ŋ/ syllable-initially.
Beyond the Mundurukú family, lenition is a common phenomenon; but contrary to Mundurukú, it is a morpheme-final stop that is affected by a morpheme-initial vowel. The process is found in Gavião (Moore 1984), Karo (Gabas Jr. 1988), languages of the Tupari family (Ayuru, Makurap, Mekens and Tupari) (Moore and Galúcio 1993), Aweti (S. Drude, p.c.), Mawe (Meira, p.c.), and several languages of the Tupi-Guarani family (Mello 2000 and references cited in there).

Mundurukú also had sporadic morpheme-final lenition. There are vestiges of the process in the word nobānō ‘gun/rifle’, (73), which comes from dop ‘arrow’ + ánō ‘other’, literally ‘the other arrow’. In Kuruya, álō is still found in cases like tek álō ‘the other house’; thus “rifle” is lobalō which comes from lcp + alō. Of course, nobānō has already been lexicalized, probably since Proto-Mundurukú, and can no longer be reanalyzed as dop + ánō; i.e. synchronically, it is a single morpheme.

---

9 I am grateful to Eduardo Ribeiro, Sebastian Drude, Pedro Viegas Barros, and Hein van der Voort for replying to me in the Etnolinguistica list, pointing out this possibility.
An argument in favor of lexicalization is that *dop ‘arrow’ in this word has undergone the changes that *L underwent in the context of nasalization: *L > *d > n; in oral contexts the change was: *L > *d > d (see chapters 5 and 6). For example, *odop ‘my arrow’ comes from *aL.p.

If *dop and *ánō were still separate morphemes at the time the change in nasal harmony and secondary split took place, we would expect the word for “rifle” to be *dobanō, because *dop developed out of *L.p, but in *nobanō, the reflex of *L is /n/, as all reflexes of the allophone of *L in nasal contexts.

A great deal of work would be necessary to recover lenition processes before Proto-Mundurukú, but there are reasons to believe that, at the proto-stage, there was already a contrast /p/ versus /b/ and /ʧ/ versus /D/, in that the voiced stops were acquired by means of a lenition process in intervocalic position. As a working hypothesis, Pre-Mundurukú distinguished two sets of voiceless stops; one set underwent voicing intervocally, and the other has been

---

(73) Pre-Proto-Mundurukú

***Lɔp + aLɔ

‘arrow + other’

p → b / v_+v

Lɔb+aLɔ

Lexicalization

LɔbaLɔ

Output

[LõmãLõ]

(74) Proto-Mundurukú

**LɔbaLɔ

**ɔ-Lɔp

**L > d

dobadō

odbap

Pre-Mundurukú

*dobadō

*o-dop

Change in nasal harmony

Secondary split: *d > d/n

(75) Mundurukú

nobanō

odop

Output

[nobanō]

[odop]

‘rifle/gun’

‘my arrow’

A great deal of work would be necessary to recover lenition processes before Proto-Mundurukú, but there are reasons to believe that, at the proto-stage, there was already a contrast /p/ versus /b/ and /ʧ/ versus /D/, in that the voiced stops were acquired by means of a lenition process in intervocalic position. As a working hypothesis, Pre-Mundurukú distinguished two sets of voiceless stops; one set underwent voicing intervocally, and the other has been
preserved as such. I have provided evidence for ***C versus ***Tʃ – perhaps ***Tʃ should be represented as ***C in Pre-Proto-Mundurukú – and it is plausible to assume ***P versus ***p; ***C and ***P underwent voicing, and ***Tʃ and ***p remained voiceless, and correspond to /p/ and /ʧ/ synchronically. The changes would be more or less as shown in (76) and (77).

(76)  
Pre-Proto-Mundurukú  

\[ \begin{array}{c}
***C \\
\text{Proto-Mundurukú} \\
**Tʃ / #, C_\_ \ \\ **D / v_v \\
**Tʃ
\end{array} \]

(77)  
Pre-Proto-Mundurukú  

\[ \begin{array}{c}
***P \\
\text{Proto-Mundurukú} \\
**P / #, C_\_ \ \\ **B / v_v \\
**p
\end{array} \]

If this hypothesis is correct, the alternations p/b and tʃ/ʤ came into the language simultaneously, as a result of the changes above. A lenition process voiced ***C and ***P intervocalically, but morphemes that occurred in different contexts acquired both voiced and voiceless variants. This was later reinterpreted as a regular alternation, and acquired the morphosyntactic properties we now find in the language.

7.5 Conclusion

This chapter examined consonant mutation, a phonological process that serves to mark certain syntactic structures. What seems to be a single phenomenon is in fact two: lenition and fortition. Lenition targets the voiceless stops /p, tʃ/ and fortition targets /d/; the difference between arises only when they appear outside the contexts that favour the alternations. These alternations conflict with general phonological requirements that preserve the contrasts /p/ versus /b/, /t/ versus /d/, and /ʧ/ versus /ʤ/.

To account for consonant mutation, I argued that the grammar needs a language-specific constraint, DHR[voice]. In addition, I showed that there is dialectal difference, which results from a historical change. The contrast between /d/ and /n/ originated from a change in nasal harmony in addition to phonologization of allophonic variants. These historical changes also
affected consonant mutation by adding a nasal variant in the $t/d$ alternation, and by causing dialectal variations. The analysis of both dialects, I believe, cannot be accounted for by constraint reranking, as OT asserts. Instead, I suggested that the primary difference is in the underlying representations of alternating morphemes. The historical approach supports the analysis.

I also hypothesized about the historical origin of the alternations $p/b$ and $ʧ/dʒ$: the proposal is that these alternations came into the grammar after a sound change that voiced voiceless stops intervocalically. Because some morphemes occurred in more than one environment, they acquired voiceless and voiced variants, which is now consonant mutation.

Aside from this, the synchronic ranking is as follows.

(78) Ranking for consonant mutation and its interaction with nasal harmony

```
<table>
<thead>
<tr>
<th>*d[v]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W-CONTIGUITY</td>
</tr>
<tr>
<td>DHR[voi]</td>
</tr>
<tr>
<td>MAXPATH[nas], NAS/SON</td>
</tr>
<tr>
<td>MAX[±voi]</td>
</tr>
<tr>
<td>DEP[+son]</td>
</tr>
<tr>
<td>*OR-NAS</td>
</tr>
<tr>
<td>DEPPATH[nas]</td>
</tr>
</tbody>
</table>
```
CHAPTER 8

The phonetics and phonology of tones and creaky voice

8.1 Introduction

This chapter concludes this study of the Mundurukú phonology by exploring its tone system and the tone-creaky voice interaction.

Braun and Crofts (1965; also Crofts 1973, 1985) analyzed the language as having four opposing tone levels, three of tone and one of laryngealization (i.e. creaky voice) – accent 1 is a super-high tone, accent 2 a high level tone, accent 3 a low level tone, and accent 4 is creakiness.1

In this chapter (see also Picanço 1997, 2002a-c), I defend the hypothesis that the tone system of Mundurukú can be analyzed as having only two opposing levels: Low and High (hereafter L and H respectively).

The sections are organized around the following problems. First we will look at the dual behavior of L and H tones. On the surface, we find two types of L tones; one triggers dissimilation of a following L, the other is inert (Section 8.4). Similarly, surface H tones may be stable – H tones that are always H – or unstable – H tones that surface as H in some contexts, and as L in others (Sections 8.3 and 8.5 respectively). There is also tonal polarity, which is a property of certain groups of morphemes; they surface on a tone opposite to that of the preceding vowel (Section 8.5). These five tonal behaviors are accounted for by assuming a four-way lexical distinction: a mora, the tone-bearing unit, may be lexically specified for H,

---

1 In this study I will not examine “accent 1”, the super-high tone. I assume, following Picanço (2002b), that this tone is not contrastive in the language; it functions as an intonational tone, surfacing at the right edge of a sentence in Yes/No questions, as illustrated in (ii), in which case it behaves like a boundary tone (Pierrehumbert 1980); or in emphatic phrases as a higher pitch associated with morphemes that are semantically emphatic, (iii). In the examples a super-high tone is marked as (v).

(i)   bio  e-y-aóka  
     [HL  L  LH L] 
     tapir  2Su-3Ob-kill
     ‘You killed a tapir.’

(ii)  bio  dó  e-y-aóka
     [HL  H  L  LH SH]
     tapir Q  2Su-3Ob-kill
     ‘Was it a tapir that you killed?’

(iii) i-díp  tʃiʃʃá
     [L  H  SH-SH]
     3Su-be.beautiful Intens
     ‘It’s very beautiful.’
L, or none; that is, it may be toneless (Section 8.2). Lexical H tones are stable, and lexical L
tones trigger dissimilation of a following L; toneless moras get L tone by default, but this
tone is inert. Unstable H tones and tonal polarity are explained by assuming a floating H tone
in the underlying representation of these morphemes.

I then proceed to investigate the tone-creaky voice interaction. Creaky voice is
phonologically treated as a feature that distinguishes vowels, not as a tonal feature. Several
arguments are offered to show that creaky vowels behave like modal vowels bearing a L
tone. I also provide evidence to show that the relationship of creaky voice and tonal features
is unidirectional; a creaky vowel requires certain tonal configurations to be realized on the
surface; tones, on the other hand, function independently. These and other issues are
examined in detail in Section §8.7.

The last section, Section 8.8, challenges the analysis in the realms of the Richness of the
Base (Prince and Smolensky 1993). The various patterns unattested in the language, but
predicted to be possible, are confronted with the predictions that the analysis makes. It is
hoped that the arguments presented here in favor of the analysis will be convincing, or at
least, stimulating from a theoretical point of view.

8.2 Tone processes and theoretical assumptions

Mundurukú is a tonal language; that is, it makes use of pitch variations to lexically
differentiate items. (1) gives some pairs that differ only in their pitch level, either H or L. (H
tone is indicated by an acute accent above the vowel (é), and L tone is unmarked.)

(1)  
(a) éé [H] ‘path’  
    e [L] ‘tobacco’

(b) wáy [H] ‘port’  
    wáy [L] ‘far’

(c) íhi [HH] ‘winter’  
    íhi [HL] ‘monkey, sp.’

(d) o'át [LH] ‘S/he fell.’  
    o'át [LL] ‘I fell.’
(e)  ípárá  [HHH]  ‘pineapple (plant)’
     ípadá  [LHH]  ‘macaw, sp.’

(f)  ádʒodʒot  [HHH]  ‘grandparent’
     adʒodʒot  [LLL]  ‘We (incl.) came.’

Tones in Mundurukú do not always have the same surface realization; they interact with
each other by dissimilating or triggering dissimilation. Overall, there are five tonal behaviors,
all of which will be examined here; these are illustrated in (2)-(4). First we find the dual
behavior of morpheme-final H tones. The nouns wenʃy ‘Brazil nut’, (2)a, and ðaray ‘orange
tree’, (2)b, have the same surface tonal realization in isolation, [L-H], but behave differently
when followed by another tone. The H tone of ðaray is maintained preceding the classifier -a ‘round object’, whereas the H tone of wenʃ changes to L in the same context (§8.6). The
tone of the classifier also changes, but this is because it has polar tone (see (4) below).

(2)  (a)  wenʃ-y  L-H  \rightarrow  wenʃ-ʔá  L-L-H
     nut-CL   nut-CL
           ‘Brazil nut’  ‘Brazil nut pod’

     (b)  ðaray  L-H  \rightarrow  ðaray-ʔa  L-H-L
          orange     orange-CL
           ‘orange (tree)’  ‘orange’

Second, there are also two types of surface L tones (§8.4); one triggers dissimilation of a
following L, (3)a, and the other is inert, (3)b.

(3)  (a)  e + diŋ  \rightarrow  edinŋ  L-H
     tobacco-smoke  ‘tobacco smoke’

     (b)  ka + diŋ  \rightarrow  kadinŋ  L-L
          thing-smoke  ‘dust’
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And third, there is also tonal polarity (§8.5). A number of morphemes realize a tone opposite to that of the preceding syllable, as illustrated by the inalienable noun dəp ‘leaf’ in (4); this noun surfaces on a H tone following L, (4)a, and on L following H, (4)b.

(4) (a)  áko + dəp  →  ákodəp  HL-H
   banana-leaf
   ‘banana leaf’

   (b)  bóró + dəp  →  bóródəp  HH-L
   cotton-leaf
   ‘cotton leaf’

The account offered here treats the five tonal behaviors as the reflex of a four-way contrast in underlying representations (UR’s), given in (5)a-d. I follow Pulleyblank (1994) in assuming that the tone-bearing unit (TBU) is the mora. Moras may be either /H/, /L/ or toneless. A fourth possibility is a floating H tone, which is a property of certain morphemes, as we will see later.

(5) (a)  µ (b)  µ (c)  µ (d)  µ
        H       L       H

Assuming the distinctions in (5)a-c, there are twelve possible lexical patterns for morphemes with one or two moras: H, L, ∅, HH, HL, H∅, LL, LH, L∅, ∅H, ∅L and ∅∅ (“∅” represents a toneless mora). I will return to these patterns in section 8.8, comparing these to the ones the analysis predicts. HH and LL are excluded, I suggest, by the Obligatory Contour Principle (hereafter OCP: Leben 1973; Goldsmith 1976; McCarthy 1986; Odden 1986). Following Odden (1986), I assume the validity of the OCP as a principle of lexical representations; hence, the representation assumed for morphemes with a sequence of like tones is as shown in (6).

(6)  UR  SR
    (a)  tʃokɔn  tʃokɔn  ‘toucan’
        H       H
Here I pursue an analysis in which the five tonal behaviors reflect the four-way contrast in the underlying representations of tones. Lexically associated H tones are stable; their behavior is reflected in the pattern illustrated in (2)b above, to be examined in Section 8.3. Floating H tones, on the other hand, are subject to certain conditions in order to be realized on the surface; they are manifested phonologically in the form of unstable H tones, (2)a, and polar tones, (4). These patterns are examined in sections 8.5 and 8.6. Likewise, the difference between a L tone that triggers dissimilation, (3)a, and a L tone that is inert, (3)b, is also due to a difference in their underlying representations. Lexically associated L tones are subject to the OCP; toneless moras get L by default but do not trigger dissimilation (Section 8.4).

As a first step, H and L tones will be referred to by tonal features. As Pulleyblank (1986: 125) remarks, “tones (like other segments) are composed of distinctive feature specifications.” He proposes, following Yip (1980), that tone features include register, [upper]-feature, and a sub-component of the it, [raised]-feature. Combining [upper] and [raised], four tone levels can be generated.

(7) Tonal hierarchy (Pulleyblank 1986: 125)

<table>
<thead>
<tr>
<th>[+upper]</th>
<th>[+raised]</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-raised]</td>
<td></td>
<td>HM</td>
</tr>
<tr>
<td>[-upper]</td>
<td>[+raised]</td>
<td>M</td>
</tr>
<tr>
<td>[-raised]</td>
<td></td>
<td>L</td>
</tr>
</tbody>
</table>

Systems with two levels have H lexically represented as [+upper], and L as [-raised]; toneless vowels have no specifications and are assigned [-upper] on the surface, the universal default value. In the analysis of Mundurukú tones, I will refer to /H, L, ∅/ by their respective tonal features, as shown in (8).

(8) UR          SR
(a) \[\mu\] \rightarrow \[\mu\]
               |                      |
               [+]upper            [+]upper
If a mora is lexically associated with a tonal feature, this feature must be preserved in the output; this is done by faithfulness constraints, formulated here in the form of the feature-based version of correspondence theory (Pulleyblank 1996).

(9) Faithfulness constraints

(a) \( \text{MAXPATH}\quad[-upper] \)
Any input path between \([-upper]\) and an anchor must have a correspondent path in the output.

(b) \( \text{MAXPATH}\quad[-raised] \)
Any input path between \([-raised]\) and an anchor must have a correspondent path in the output.

Assignment of a tonal register to toneless moras will be guaranteed by the constraint \( \text{HAVEREGISTER} \).

(10) \( \text{HAVEREGISTER} (=\text{HAVEREG}) \)
Every mora must have at least one register feature.

\( \text{HAVEREGISTER} \) determines that moras must have a register feature, but does not determine how this can be achieved. One possibility is through spreading, an alternative we want to avoid in Mundurukú; prelinked tones are preserved and toneless moras get a L tone by default, (11)a (see especially §8.4). Multiple associations are allowed only if a morpheme is lexically specified, (11)b.

(11) (a) \( \text{ako} \to \text{ako} \quad[\text{ako}] \quad \text{‘banana (tree)’} \)
\[
\begin{array}{|c|c|c|}
\hline
H & H & L \quad H \\
\hline
\end{array}
\]
Following Myers (1997), I propose the faithfulness constraint UNIFORMITY-IO(Tone) to prevent tone spread.

(12) \textbf{UNIFORMITY-IO(Tone)} (=\textit{UNIF-T})

If \( a \) and \( b \) are distinct elements with respect to a tone \( T \) in the input, then their output correspondents \( a' \) and \( b' \) are also distinct with respect to \( T \).

UNIFORMITY violations are schematized below. A language that disallows spreading, like Mundurukú, requires \textit{UNIFORMITY(T)} to be ranked higher than \textit{DEP(T)}, which prohibits insertion of a tone in the output.

(13) \textbf{No spreading}

\[
\begin{array}{ccc}
\text{Input} & \text{Output} & \text{UNIFORMITY-IO(T)} >> \text{DEP(T)} \\
(a) & a \ldots b & a' \ldots b' \\
& T & T \\
& a' & b' \\
& * & \checkmark \\
(b) & a \ldots b & a' \ldots b' \\
& T & T & T \\
& a' & b' \\
& \checkmark & * \\
\end{array}
\]

Since Mundurukú prohibits tone spread in general, I assume that \textit{UNIFORMITY} is undominated. The faithfulness constraints that are violated in order to prevent tone spreading are the following.

(14) (a) \textit{DEP}[+upper] (=\textit{DEPH})

Every feature [+upper] in the output must have a correspondent in the input.

(b) \textit{DEP}[-raised]

Every feature [-raised] in the output must have a correspondent in the input.

(c) \textit{DEP}[-upper] (=\textit{DEPL})

Every feature [-upper] in the output must have a correspondent in the input.
The default value [-upper] is determined by the ranking \textsc{Uniformity(T)} >> HAVERegister >> DEPH >> DEPL, as demonstrated by the choice of candidate (c) in Tableau 8.1. Further examples will be provided in the following sections.

Tableau 8.1. Assignment of [-upper].

<table>
<thead>
<tr>
<th>…µµ… [+u]</th>
<th>UNIF-T</th>
<th>HAVEReg</th>
<th>MAXPATH [+upper]</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. µµµµ [+u]</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. µµµµ [+u]</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. µµµµ [+u]</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. µµµµ [+u]</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8.3 High tones

Languages tend to obey the OCP in the lexicon, but may not collapse identical tones originated from distinct morphemes (Odden 1986). In the analysis of Mundurukú a sequence of surface H tones in the same morpheme conforms to the OCP by having multiply linked tones (15).

(15) Underlying Surface
(a) tʃokɔn  →  tʃokɔn  ‘toucan’
    \[H\]
(b) karo  →  kárò  ‘macaw, sp.’
    \[H\]
(c) ipara  →  ípara  ‘pineapple tree’
    \[H\]
Morpheme concatenation, on the other hand, often creates a sequence \( H + H \), without being penalized by the Obligatory Contour Principle. These sequences, if originated from distinct morphemes, will be represented as separate \( H \) tones.

(16) (a) \( \text{ʧókón-\text{-ıt-\text{-ıt}}}_{} \) \( \text{‘little toucan’} \)

\[
\begin{array}{c}
\text{H} \\
\text{H} \\
\text{H}
\end{array}
\]

toucan-Dim-RED

(b) \( \text{ʤaráy-ʧóp-ʧóp-ʔa} \) \( \text{‘kind of orange, bitter’} \)

\[
\begin{array}{c}
\text{L} \\
\text{H} \\
\text{H} \\
\text{H} \\
\text{L}
\end{array}
\]

orange-bitter-RED-CL

Figure 8.1 illustrates sequences of \( H \) tone within the morpheme (HH) in contrast to a sequence of \( H \) tone originated from separate morphemes (H+H). As it can be noted, there is no difference in pitch between them.

Figure 8.1. Sequences of \( H \) tones within the morpheme (HH) and in morpheme concatenation (H+H).

These facts suggest that the faithfulness constraint preserving \( H \) tones in the output is ranked higher than the OCP constraint banning adjacent \( H \) tones.

(17) \( ^{*}\text{HH} \)

A sequence [+upper]-[-upper] is prohibited.
An illustration is given in Tableau 8.2. The optimal candidate does not receive any penalties as it remains as in the input; the second candidate deletes H and is penalized by MAXPATH[+upper].

Tableau 8.2. Sequence of H-tones. Word: ʧəkôːn-ʔiʔi ‘little toucan’

<table>
<thead>
<tr>
<th></th>
<th>MAXPATH [+upper]</th>
<th>*HH</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ʧəkôːn-ʔiʔi</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>(b) ʧəkôːn-ʔiʔi</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

8.4 Underlying L-tone versus surface L-tone

In this section I examine the dual behavior of L tones. On one side we find surface L tones that require the following to be H; on the other we find those that are inert. This asymmetry results, I suggest, from a distinction between lexical and default tones. Morphemes such as tô ‘purple’, diŋ ‘smoke’, rɔ ‘be white’, and the classifier ba are underlingly L toned. Not only do they surface on a H tone following another lexical L, as in the examples below, but they also trigger dissimilation. Compare, for example, the realization of diŋ in (18)b and ba in (18)e, where they undergo dissimilation, to their realization in (18)c and (18)d respectively, where they trigger dissimilation.

(18) /L + L/

(a) away-tō-RED-da → awgytōtōda ‘sweet potato, sp.’

(b) e-diŋ → edŋ ‘tobacco smoke’
(c)  t-iŋ-rat → tŋrət  ‘The smoke is white.’

3-smoke-be.white

(d)  i-ba-rat → iباركət  ‘It’s (e.g. banana) white.’

1-CL-be.white

(e)  wadʒe-ba → wadżeba  ‘cocoa’

cocoa-CL

L tones assigned by default do not trigger dissimilation.

(19)  Sequences /∅ + L/

(a)  ka-tō → katō  ‘a village name’

thing-purple

(b)  ka-diŋ → kadŋəŋ  ‘dust’

thing-smoke

(c)  i-rat=RED=at → iɾat=at  ‘the white moiety’

3-be.white-RED=NOM
Dissimilation in a sequence /L+L/ and non-dissimilation in a sequence /∅+L/ are illustrated in Figure 8.2. The noun \( \text{dīŋ} \) ‘smoke’ is realized on a H tone following a lexical L tone, as in the word \( \text{ediŋ} \) ‘tobacco smoke’, but it is L following a toneless vowel, as in \( \text{kadiŋ} \) ‘dust’. The graph also shows that a toneless mora is realized at about the same pitch level as a following lexical L tone.

Figure 8.2. Surface realization of the noun \( \text{dīŋ} \) ‘smoke’ following a lexical L tone (L+L: \( \text{ediŋ} \) ‘tobacco smoke’) and following and toneless mora(∅+L: \( \text{kadiŋ} \) ‘dust’).

Lexical L tones also trigger dissimilation of a default L tone. Observe the tonal realizations of the the plural marker \( \text{y} \), which is toneless. This clitic surfaces with a H tone if combined with a lexically specified L tone, (20)a, but it is realized with a L tone following another toneless mora, (20)b, or a lexically specified H tone, (20)c.

(20) Sequences /L + ∅/, /∅ + ∅/ and /H + ∅/

(a) \( \text{poʃo}=y\overset{\text{L}}{\text{y}} \) \( \rightarrow \) \( \text{poʃo}=y\overset{\text{L}}{\text{y}} \) ‘birds, sp.’ /L+∅/

\[
\begin{array}{cc}
L & ∅ \\
\text{bird(sp.)}=\text{PL}
\end{array}
\]
Another difference is observed in combinations with a floating H tone. A floating H tone is typically associated with the rightmost mora in the morpheme, as in the examples in (21) (see §8.5 and §8.6 for details on floating tones), but it may also be realized on a toneless mora, (22)a. However, it does not surface if the following mora is underlyingly specified for a tone, either L, (22)b-c, or H, (22)d.

(21) Morphemes with floating H tone

(a) \(\text{da}^\prime\text{ʤ}e\) ? \(\rightarrow\) \(\text{da}^\prime\text{ʤ}e\) ‘peccary’

(b) \(\text{ipi}\) ? \(\rightarrow\) \(\text{ipi}\) ‘ground, soil’

(c) \(\text{kabi}\) ? \(\rightarrow\) \(\text{kabi}\) ‘sky’

(22) Sequences \(\text{H}^+\text{Ø}\) versus \(\text{H}^+\text{L}\) or \(\text{H}\)

(a) \(\text{da}^\prime\text{ʤ}e\) ?=y\(\ddot{\text{o}}\) \(\rightarrow\) \(\text{da}^\prime\text{ʤ}e\) =y\(\ddot{\text{o}}\) ‘peccaries’

peccary=PL
From an OT perspective, L-dissimilation can be seen as the result of the OCP effect. The constraint *LL can be posited to prohibit a sequence of L-tones.

(23) *LL – A sequence of L-tones is prohibited.

A problem with this OCP constraint concerns the effect of a lexical L on a toneless mora. Let us consider two alternatives. First, assume that toneless moras remain toneless on the surface, as shown in (24). The OCP constraint selects the correct outputs for the sequences /L+L/, /∅+L/ and /∅+∅/, but does not predict dissimilation in a sequence /L+∅/.

(24) **Hypothesis 1:** Underlying toneless moras are toneless on the surface

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>*LL</th>
<th>Prediction</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu + \mu)</td>
<td>(\mu \mu)</td>
<td>Violated</td>
<td>LH ✓</td>
<td>LH</td>
</tr>
<tr>
<td>(L)</td>
<td>(L \ L)</td>
<td>Respect</td>
<td>LL ⊗</td>
<td>LH</td>
</tr>
<tr>
<td>(\mu + \mu)</td>
<td>(\mu \mu)</td>
<td>Respect</td>
<td>LL ✓</td>
<td>LL</td>
</tr>
<tr>
<td>(L)</td>
<td>(L \ L)</td>
<td>Respect</td>
<td>LL ✓</td>
<td>L</td>
</tr>
</tbody>
</table>
Now suppose that all toneless moras are assigned a L tone on the surface. *LL predicts dissimilation in all sequences. Both underlying toneless and L tone moras are now assigned identical representations in the output; consequently, they are no longer susceptible to distinctions of any sort by the OCP constraint.

(25) **Hypothesis 2:** Underlying toneless moras are assigned a L tone on the surface

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>*LL</th>
<th>Prediction</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu + \mu$</td>
<td>$\mu \mu$</td>
<td>Violated</td>
<td>LH ✓</td>
<td>LH</td>
</tr>
<tr>
<td>L L</td>
<td>L L L</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From this it follows that neither option captures the fact that L-dissimilation is triggered only by a lexical L-tone in Mundurukú; the target may be either a lexical or default L tone. This effect, as I suggest, is correlated to the fact that a default L may be not perceptually distinguishable in pitch from an underlying L. If we generalize this and rethink the similarity effects of the OCP, we shall be able to account for the effect of an underlying L-tone over a toneless vowel, without making reference to input values. In fact, measures of fundamental frequency for both lexical and default L tones show that the pitch of a default L is indistinguishable from the pitch of a L that is already present in the input.

Ten tokens were measured for each tone in the sequence /ʤe/ in the Mundurukú words *dadjharáo* ‘porcine’ (representing a default L tone), and *waʤehá* ‘cocoa’ (representing a lexical L tone). All tokens are plotted in Figure 8.3. The mean values are 124 Hz (s.d. 3.61) for lexical L versus 122 Hz (s.d. 2.44) for a default tone. This similarity is confirmed by the t-test results, which indicate that default and lexical L tones cannot be differentiated ($t=1.45$, s.d.=3.08, d.f.=18, $p=0.16$).

---

2 Fundamental frequency measures were obtained at six points in the vowel, as explained in Chapter 2. These points were averaged, and a representative value was obtained for each token.
The issue is that dissimilation is not triggered by just any occurrences of L tone. The trigger is crucially an underlying L tone; the target can be either an input or output value. The question is how do we distinguish lexical versus default L tones, since this constitutes the requisite information to explain dissimilation?

The analysis proposed here is that the properties of L-dissimilation in Mundurukú are due to their being subject to the OCP-subsidiary feature effects – the more similar the elements are, the stronger the interaction (Suzuki 1998).

### 8.4.1 Similarity effects of the OCP

Suzuki (1998) observes that the identity avoidance effect is stronger the more similar the elements are. He defines similarity in terms of cooccurrence restrictions applying between segments that share multiple features. For instance, two adjacent elements sharing features on the [F]-tier and [G]-tier are more susceptible to the OCP-effects than segments sharing features on the [F]-tier only.

\[(26) \quad \text{Identity avoidance effects}
\]

\[
\begin{array}{c}
\text{(a)} \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{F} \\
\text{F} \\
\text{G} \\
\text{G}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array} \\
\text{stronger}
\end{array}
\quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{F} \\
\text{F} \\
\text{G} \\
\text{H}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array} \\
\text{weaker}
\end{array}
\quad \text{(Suzuki 1998: 19)}
\]
Suzuki’s essential insight is that, although the identity avoidance effect will be stronger in (26)a, it does not necessarily preclude interaction in the pair in (26)b. A similar generalization can be proposed in our discussion of tones. Both lexical and default L tones share the feature [-upper] on the surface, but an underlying L is additionally specified for the feature [-raised]. Thus, although an underlying L-tone is not phonologically identical to a default L tone, it is not the case that they cannot interact.

Two tone-bearing units are identical if they share the same tone specifications. This is schematically represented in (27). The pair in (27)a represents a sequence /L+L/; this sequence is identical as both units share [-upper] and the subsidiary feature [-raised]. The pair in (27)b, on the other hand, is not identical because they share only [-upper]; this case refers to a sequence /L+∅/. For comparison purposes, I provide the pair where tone-bearing units are maximally distinct, i.e. a sequence /L+H/ as in (27)c.

(27)  
(a) [-upper] [-upper]  
     μ          μ         μ          μ         μ            μ
     [-raised] [-raised]  
(b) [-upper] [-upper]  
     μ          μ         μ          μ         μ            μ
     [-raised]  
(c) [-upper] [+upper]  
     μ          μ         μ          μ         μ            μ
     [-raised]

Under this approach, lexical L tones may affect not only moras that have identical tonal specifications, but also those that do not. Based on this, I propose the following hierarchy of the OCP-effects in Mundurukú.

(28)  
Identity avoidance

*[-upper] [-upper]  
     [-raised] [-raised]  
     μ          μ         μ          μ         μ

*[-upper][-upper]  
     [-raised]  
     μ          μ         μ          μ         μ

*[-upper][+upper]  
     [-raised]  
     μ          μ         μ          μ         μ

The OCP hierarchy will be represented in the form of the following constraints.

(29)  
OCP constraints

(a)  *LL – A [-upper, -raised] mora may not be immediately preceded by a [-upper, -raised] mora.

(b)  *L∅ – A [-upper, -raised] mora may not be immediately preceded by a [-upper] mora.
(c) *LH – A [-upper, -raised] mora may not be immediately preceded by a [+upper] mora.

The tableau below shows the dissimilation of two adjacent lexical L-tones. The ranking HAVEREG >> *LL >> MAXPATH[-raised] >> DEPH >> DEPL guarantees that every mora will have at least one register feature, excluding candidate (b), and this cannot be [+upper], unless this is overriden by the OCP constraint *LL which enforces dissimilation to H.³

Tableau 8.3. Sequence /L+L/. Word: edîŋ ‘tobacco smoke’

<table>
<thead>
<tr>
<th></th>
<th>HAVEREG</th>
<th>*LL</th>
<th>MAXPATH[-raised]</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. e  diŋ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u,-r][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. e  diŋ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-r] [-r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. e  diŋ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u,-r][-u,-r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Next, consider a sequence /∅+L/. The optimal candidate realizes a toneless mora with the register feature [-upper], which is better than leaving a toneless mora without a tonal feature, candidate (c), or assigning it the feature [+upper], as in candidate (b). Spreading a feature to a toneless mora is banned by UNIFORMITY(T), not included in the tableau; but recall that this constraint is undominated in the language.

³ An output such as edîŋ in which the first L is realized as H would be equally good in this tableau. However, as I suggest in §8.8 that the language has a prohibition on a sequence [+upper][-raised], so that this candidate is excluded.
Most importantly, consider the role of \( *L \emptyset \) in a sequence /\( L+\emptyset /\). Insertion of [-upper] satisfies the higher ranked constraints but fatally violates \( *L \emptyset \), candidate (a). This constraint must be dominated by HAVEREG to enforce assignment of the register feature [upper] in the output, and by MAXPATH[-raised] to prevent dissimilation of the preceding L tone mora. Dissimilation occurs because a mora that is assigned [upper] is non-distinct from another that is [-upper, -raised]. The optimal output is then candidate (c), which realizes the clitic on a H tone, i.e. [+upper].

Finally, consider a sequence /\( \emptyset+\emptyset /\). Dissimilation to [+upper], candidate (b), is banned if not required by either **LL or *L\( \emptyset \), but these do not affect a sequence /\( \emptyset+\emptyset /\). Two adjacent default L tones do not violate *L\( \emptyset \) because this constraint makes reference to the feature [-raised]. The option is then to assign the default value [-upper] to the sequence.
The dual behavior of L tones in Mundurukú is precisely as expected from the point of view that identity avoidance effects are driven by similarities between trigger and target. Tones do not have to be identical in their representations to violate the OCP; interaction may result when one of the tonal features of a tone-bearing unit happens to be non-distinct from those of the trigger.

The next section follows up the discussion by examining the dual behavior of H tones. Two related cases will be investigated: tonal polarity (§8.5) and unstable H tones (§8.6).

**8.5 Tonal polarity**

Tonal polarity refers to a phenomenon where a morpheme is assigned a tone opposite to an adjacent tone. One issue is whether polarization equals dissimilation. Schuh (1978) and Newman (1995) propose that morphemes may be polar by nature; i.e. their surface tone is determined exclusively by the context at which they occur. If there exists evidence to presume that these morphemes have an underlying tone, then the process is one of dissimilation. For example, in the Guddiri dialect of Hausa, the diminutive *dan* (masc.) shows polarity: *dan ráagó ‘a small ram’ / *dan ýáró ‘a small boy’. However, the diminutive exists in the language as an independent (H-tone) noun *dan ‘son’, suggesting that this is in fact a case of dissimilation rather than true tonal polarity (Newman 1995; Schuh 1978).

At another extreme, Kenstowicz, Nikiema and Ourso (1988) propose that polar tones are underlyingly H in all languages and the apparent polarity results from dissimilatory processes. Similarly, Pulleyblank (1986) treats polar tones in Margi as floating H tones underlyingly, but the morphemes are lexically marked as extratonal. Extratonality, in conjunction with a rule of H-deletion, generates the polarity effect.

A more recent, constraint-based account has been proposed in Suzuki (1998). Tonal polarity is a dissimilatory process that results from the requirements of two Generalized OCP
constraints in a given domain – one prohibits a sequence of H-tone, (*H...H), and the other prohibits a sequence of Low tones, (*L...L).

Mundurukú has a number of morphemes that exhibit tonal polarity in a very specific context, but surface L otherwise. The analysis proposed here also argues for tonal polarity as a dissimilatory process (§8.5.2). I follow Pulleyblank in assuming that these morphemes have a floating H tone underlyingly, whose association is subject to particular conditions.4

Particularly interesting is the fact that, although common in tone languages, tonal polarity is never a general phonological process. The morphemes involved, as I show here, interact with the whole system by not being derived from general patterns, and by showing properties that may not be extended to other members of the class to which they belong. After examining these properties, I propose that the phenomenon is best captured in terms of the OCP effects, which prevent a floating H tone to be associated with a mora if the preceding mora is already H.

8.5.1 Properties of tonal polarity

In Mundurukú, we find polar tones in the class of inalienable nouns, verbs, postpositions and a number of particles. In all cases, the tone of the morpheme has an opposite value to that of the preceding tone, H following L and L following H. Tonal polarity is illustrated in Figure 8.4.

Figure 8.4. Graph illustrating tonal polarity of the classifier -ta in the words mækatu ‘manioc’ (H-L) versus kasopta ‘star’ (L-H).

4 In the past (Picanço 2002a), I analyzed polar tones as phonologically conditioned allomorphy. Here I offer an alternative analysis for the phenomenon, based on phonological principles only.
Polar tones have several properties that distinguish them from ordinary tones. First, tonal polarity is idiosyncratic. That is, it is peculiar to certain morphemes. To illustrate, monosyllabic inalienable nouns may be divided into two basic tonal groups: nouns that have L tone and those that exhibit tonal polarity.\(^5\)

(30) Inalienable nouns with tonal polarity

(a) áko-dāp ‘banana leaf’ bórö-dāp ‘cotton leaf’
   banana-leaf cotton-leaf

(b) o-țî ‘my mother’ otţé-țî ‘our (excl.) mother’
   1-mother 1pl.excl.-mother

(c) ka-sop-tā ‘star’ məsók-tā ‘manioc’
   thing-flame-CL manioc-CL

(d) kāņa-di ‘sugarcane juice’ kápè-di ‘coffee (liquid)’
   sugarcane-CL coffee-CL

(e) tawé dov ‘monkey’s blood’ dápsém tov ‘deer’s blood’
   monkey blood deer blood

(f) o-ńy ‘my teeth’ otţé-ńy ‘our (excl.) teeth’
   1-tooth 1pl.excl.-tooth

(31) Inalienable nouns with L tone

(a) o-kat ‘my cultivated field, garden’
   1-garden

(b) ka-diŋ ‘dust’
   thing-smoke

\(^5\) The corpus has two inalienable nouns that have H-tone: -kɔ ‘cultivated field’ and -ʧö ‘basket’.
(c)  o-bã  ‘my arm’
     1-arm

(d)  o-kã  ‘my village, place’
     1-place

We also find tonal polarity in verbs (32), postpositions (33), and a variety of particles (34).

(32)  Verbs with polar tones

(a)  o-ʤ0-ʔ0  ‘I ate it.’  ƣ-ʤ0-ʔ0  ‘S/he ate it.’
     1Su-3Ob-eat  3Su-3Ob-eat

(b)  o-ʤ0-ʔ  ‘I bit it.’  ƣ-ʤ0-ʔ  ‘S/he bit it.’
     1Su-3Ob-bite  3Su-3Ob-bite

(c)  o-t-a-da  ‘I cooked it.’  ƣ-t-á-da  ‘S/he cooked it.’
     1Su-3-CL-cook  3Su-3-CL-cook

(33)  Postpositions with polar tones

(a)  o-tay ji=be  ‘to my wife’  ayáʧá=pe  ‘to the woman’
     1-wife=Loc  woman=Loc

(b)  𝚘-kʔá=be=wi  ‘from a house’  o-kat=pe=wi  ‘from my garden’
     house-CL=Loc=from  1-garden=Loc=from

(34)  Particles with polar tones

(a)  bi=do  ‘Is it a tapir…?’  datʃé do  ‘Is it a hawk(sp.)…?’
     tapir Q  hawk Q

(b)  饬aráyʔá dák  ‘orange too’  Ȯkʔá dák  ‘a house too’
     orange-CL too  house-CL too
The second property is that tonal polarity is peripheral. As already remarked by Pulleyblank (1986: 214), “polarity effects occur at the edges of a domain.” (See also Archangeli and Pulleyblank 1994.) Mundurukú provides good examples for this property.

Most inalienable nouns can be incorporated into a verb, occurring in a position that is no longer peripheral. In this case, tonal polarity is blocked and the noun gets a L tone by default.

The examples in (35) to (37) contrast the behavior of polarizing nouns in contexts that favor tonal polarity, the (a) cases, to their behavior in contexts that do not, the (b) cases. Note that in the latter, the nouns surface L toned but this tone does not affect a following L, a property associated with default L tones, as discussed in §8.4 above.

(35)  
(a)  áko-dóp  ‘banana leaf’  bóró-dóp  ‘cotton leaf’  
     banana-leaf  cotton-leaf

(b)  t-áp-boŋ  ‘The leaf is big.’  
     leaf-be.big

(36)  
(a)  ka-sop-tá  ‘star’  mösék-ta  ‘manioc’  
     thing-flame-CL  manioc-CL

(b)  t-a-gro  ‘It’s (e.g. manioc) tender/soft.’  
     3-CL-be.tender

(37)  
(a)  káŋa-di  ‘sugarcane juice’  kápe-di  ‘coffee (liquid)’  
     sugarcane-CL  coffee-CL

(b)  t-i-rat  ‘It’s (e.g. liquid) white.’  
     3-CL-be.white

Similarly, in a sequence of two or more polar nouns, only the rightmost element exhibits tonal polarity; preceding nouns surface on a L tone. In (38)a, -bọ ‘finger’ occurs at the right periphery, where it surfaces H following the L tone of the prefix o-.
polar morpheme, for example, -n̄ó ‘nail’ in (38)b, blocks tonal polarity in -bó, but not in -n̄ó. The polarity effect is again blocked by the diminutive suffix -n̄ít/n̄ít in (38)c, and -n̄ó surfaces on a L tone. A similar example is provided in (39), with the classifier -bi.

(38) (a) o-bó ‘my finger’
1-finger

(b) o-bó-nó ‘my fingernail’
1-finger-nail

(c) o-bó-nó-ńit/ńit ‘my little fingernail’
1-finger-nail-DIM

(39) (a) w-ək-ʃà-bi ‘my back’
1-belly-chest-CL

(b) w-aʔó-ʃà-bi-dá ‘my heart’
1-voice-chest-CL-CL

The third property of tonal polarity is that it does not distinguish between lexical and default tones. For example, d̄p ‘leaf’ is on a H tone regardless the preceding L is underlyingly specified or assigned by default.

(40) (a) ako + d̄p \( \Rightarrow \) akod̄p ‘banana leaf’

\[ \begin{array}{c}
H \\
H \ L \ H
\end{array} \]

(b) wad̄e + d̄p \( \Rightarrow \) wad̄ed̄p ‘cocoa leaf’

\[ \begin{array}{c}
L \\
L \ H
\end{array} \]

Finally, tonal polarity does not follow the general patterns observed in the language. Recall that a sequence of H tones originating from distinct morphemes requires no strategy to repair the OCP constraint *HH, as (41) illustrates. A polar tone, on the other hand, cannot
surface on a H tone following another H, as seen in the examples above. Given this, we can assume that the OCP restriction on a sequence H+H is still relevant in Mundurukú, although its application is more restricted, as we will see shortly.

(41)  (a) ʧokôn-ʔitʔit  ‘a little toucan’

To sum up, the basic properties of tonal polarity in Mundurukú are the following:

(i)  It is morpheme-specific.
(ii)  It is peripheral.
(iii)  It does not distinguish between lexical and derived tones.
(iv)  It does not follow the general requirements to which tones are or are not subject.

8.5.2  Proposal: Polar tone as floating H tone

We have seen that Mundurukú tonal polarity applies arbitrarily to a group of morphemes, which manifest polarity at the right periphery of a given domain, and L otherwise. This domain is the Prosodic Word (PWd), one of hierarchically ordered phonological constituents of the prosodic hierarchy (Selkirk 1981; Nespor and Vogel 1986).

(42)  Prosodic hierarchy

The prosodic word is intended to define a domain that does not necessarily coincide with the morphological word; it may include derivations, compounding as well as cliticization. Postpositions and several particles behave as clitics in the language. That is, they lack word-level prosodic structure; hence, they adjoin to a preceding word in order to be realized.

My central claim is that polar tones are the manifestation of underlyingly floating H tones, a property of a number of morphemes. Their representations are illustrated in (43).

(43)  Underlying representations of polar tones

(a)  di stereostructure ‘CL: liquid’  (b)  doy stereostructure ‘blood’
To be realized, a floating H tone must be aligned with the right edge of a prosodic word. This is expressed here as the following Alignment constraint (McCarthy and Prince 1993b).

(44)  \[
\text{ALIGN(H) – Align (Floating H tone, Right, PWd, Right)}
\]
A floating [+upper] feature must be aligned with the right edge of a prosodic word.

There is an objection to the association of a floating H tone, namely that it obeys the OCP constraint prohibiting a sequence of H tones (*HH). This constraint is in conflict with faithfulness to [+upper], which tries to preserve the tonal feature.

(45)  \[
\text{*HH}
\]
A sequence [+upper]-[+upper] is prohibited.

(46)  \[
\text{MAX(H)}
\]
A feature [+upper] in the input must have a correspondent in the output.

The ranking ALIGN(H) >> *HH >> MAX(H) predicts that the realization of a floating H tone is not going to happen unless (i) the TBU is at the right edge of a PWd, and (ii) the preceding tone is not H.

Consider the example in Tableau 8.7. The morpheme is at the right edge but the classifier fails to realize the floating tone because the preceding tone is already H.

Tableau 8.7. Sequence /H+H/. Word: kápei ‘coffee (liquid)’

<table>
<thead>
<tr>
<th>kape - di</th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>'+'</td>
<td>'+'</td>
<td>[+]</td>
<td>[+]</td>
<td>[+]</td>
<td>[+]</td>
<td>[+]</td>
<td>[+]</td>
</tr>
<tr>
<td>a.</td>
<td>kape di</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>kape di</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>kape di</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Another case in which one of the conditions is not respected is given in Tableau 8.8. Here there is no preceding tone, but the classifier is not at the right edge of a PWd, fatally violating ALIGN(H). MAXPATH prevents the association of a floating tone with a mora that bears a tonal feature underlyingly, but as we will see shortly, it does not prohibit its realization on a toneless mora.
Tableau 8.8. Sequence /tʰL/. Word: *tir* ‘The liquid is white.’

<table>
<thead>
<tr>
<th>t-i - røt</th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEP</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+u][-r]</td>
<td>[-raised]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. ti røt</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[+u][-u,-r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ti røt</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[-u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ø  ti røt</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u][-u,-r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now consider the next tableau. All the requirements that restrict the association of a floating H tone are met; hence MAX(H) ensures its realization in the output.

Tableau 8.9. Sequence /∅+H/. Word: *kaḍi/ ‘sugarcane juice’

<table>
<thead>
<tr>
<th>kaṇa - di</th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEP</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+u] [+u]</td>
<td>[-u][+u]</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. øka nā di</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+u][-u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ka nā di</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+u][-u][-u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, the ranking successfully accounts for a sequence of polar tones, as in the following tableau. (/ʔ/ in these morphemes is examined in §8.7.)
Tableau 8.10. Sequence of polar tones. Word: *obən* ‘my finger nail’

<table>
<thead>
<tr>
<th></th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. o bə nə</td>
<td>[+] [+]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. o bə nə</td>
<td>[+] [-]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. o bə nə</td>
<td>[+] [-]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. o bə nə</td>
<td>[+] [+]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Taking this direction, the analysis is consistent with other tonal aspects observed in the language. For example, tonal polarity is treated as distinct from dissimilation of L tones, and is not a phenomenon that affects H tones altogether. Another advantage is that it can be extended to unstable H tones, examined next. Like polar tones, I propose that unstable H tones are also floating tones in the input.

8.6 Unstable H tones

The analysis developed so far also succeeds in explaining the dual behavior of H tones. Recall that nouns such as *wen* ‘Brazil nut’ and *ʤara* ‘orange (tree)’ have tonal melody [LH] in isolation, but distinct tonal behavior when followed by another tone: *wen* loses its H tone, and surfaces [LL], whereas *ʤara* does not change. The dual behavior of H tones is illustrated in Figure 8.5. It shows clearly that the H tone of *wen* changes to L. (Only two tokens were available for these pairs.)

(47) (a)  *wen*-y ‘Brazil nut’  →  *wen*-ʔá ‘nut pod’
         nut-CL         nut-CL

        (b)  *ʤara* ‘orange (tree)’  →  *ʤara*-ʔa ‘orange’
                orange-CL
Morphemes with an unstable H tone do not realize this tone in derived contexts. Compare them in isolation, (48), to their realizations in derived contexts, (49). In isolation, the tonal melody is [LH], but H changes to L in the derived words.

(48) Unstable H tones in isolation

(a) daydó 'armadillo'

(b) kōbē 'canoe'

(c) jipi 'ground, soil'

(d) kābī 'sky'

(e) daţē 'peccary'

(f) wenš-y 'Brazil nut'

    nut-CL

(g) o-dao 'my leg/bone'

    1-leg/bone
(h)  t-akō  ‘branch of s.t.
3-branch

(i)  koŋtò  ‘summer’

(49) Unstable H tones in derived contexts

(a)  daydo-dáp-dáp  ‘armadillo, sp.
armadillo-hair-RED

(b)  kobe=bé  ‘in the canoe’
canoe=Loc

(c)  tʃe-ipi-boŋ  ‘his/her plot of land is big’
3.Poss-ground-be.big

(d)  kabi=daŋ  ‘in the sky’
sky=Loc

(e)  daʃe-báro  ‘porcine’
peccary-fake

(f)  wenš-ʔá  ‘nut pod’
nut-CL

(g)  o-dao-boŋ  ‘My leg/bone is big.’
1-leg/bone-be.big

(h)  t-ako-boŋ  ‘The branch is big.’
3-branch-be.big

(i)  koato  bimá…  ‘in summer time…’
summer when
Illustrations of the contrast with H tones that do not change are given below.

(50) Stable H tones

(a)  datʃé ‘hawk, sp.’  →  datʃé-ítʃit ‘a little hawk’
    hawk-DIM

(b)  t-qbóy ‘his/her sling’  →  t-qbóy-e ‘his/her woven sling’
    3-sling  3-sling-envira.fiber

(c)  kawi ‘clay’  →  kawi-pek-pek ‘red clay’
    clay-be.red-RED

(d)  yaó ‘fish, sp.’  →  yaó-?a ‘head of the fish’
    fish-CL

(e)  t-ɡdî ‘pomace’  →  t-ɡdî-rәt ‘The pomace is white.’
    3-pomace  3-pomace-be.white

(f)  kise ‘knife’  →  kise-ʔip ‘handle of a knife’
    knife-CL

(g)  ʤaraý ‘orange tree’  →  ʤaraý-ʔa ‘orange’
    orange-CL

The properties of unstable H tones are nearly identical to those of polar tones. First, the process affects a small set of morphemes; thus far I have observed this pattern only in nouns. Second, it obeys the peripherality condition; that is, it only surfaces at the right edge of a prosodic word. And third, if H is not realized, these morphemes get L tone by default.

Given this similarity to polar tones, I suggest that unstable H tones are also the manifestation of floating tones, in opposition to H tones that are lexically associated.

(51) (a)  \( \text{wen}3\) \( \hat{1} \)   ‘Brazil nut’  \( \hat{1} \) \( \hat{1} \) \( \hat{1} \) \( \text{LH} \)   (b)  ʤaraý   ‘orange (tree)’
As shown in Tableau 8.11, the behavior of an unstable H tone can be accounted for by the same ranking that derives the properties of polar tones. This ranking picks a candidate that does not realize a floating H if the TBU is not at the right edge of a prosodic word.

Tableau 8.11. Unstable H tones. Word: wen\textsuperscript{\textdagger} ‘nut pod’

<table>
<thead>
<tr>
<th>wen\textsuperscript{\textdagger}ʔa</th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+u] [+]</td>
<td>[+upper]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. we nā ?a</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u][+u][-u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. we nā ?a</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u][+u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. we nā ?a</td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u][-u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. we nā ?a</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+u][-u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Prelinked tones, on the other hand, behave differently. They must be realized, regardless the position at which they occur. MAXPATH[+upper] guarantees that no changes will take place in the output.

Tableau 8.12. Prelinked H tones. Word: ḏ\textsuperscript{\textdagger}ray ‘orange’

<table>
<thead>
<tr>
<th>ḏ\textsuperscript{\textdagger}rayʔa</th>
<th>HAVEREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+r][+u] [+]</td>
<td>[+upper]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. ḏ\textsuperscript{\textdagger}rayʔa</td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u,-r][+u][-u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ḏ\textsuperscript{\textdagger}rayʔa</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u,-r][+u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ḏ\textsuperscript{\textdagger}rayʔa</td>
<td></td>
<td>*!</td>
<td></td>
<td>**</td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[-u,-r][-u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The difference between floating and prelinked H tones is also observed in combinations with a toneless mora. Recall that a toneless mora is generally assigned L by default. However, following a morpheme with a floating H tone, a mora may realize the floating tone if at the periphery, as in (52)a. If the H tone is prelinked, a toneless mora surfaces L, (52)b.
Floating and prelinked H tones preceding a toneless mora

(a)  daʤe=yǝ  →  daʤe=yǝ ‘peccaries’

\[
\begin{array}{c}
\text{H} \\
\text{L} \\
\text{L} \\
\text{H}
\end{array}
\]

peccary=PL

(b)  daʧe=yǝ  →  daʧe=yǝ ‘hawks (sp.)’

\[
\begin{array}{c}
\text{L} \\
\text{H} \\
\text{L} \\
\text{H} \\
\text{L}
\end{array}
\]

hawk(sp.)=PL

This analysis predicts that a floating tone may surface on a toneless mora at the right edge of a prosodic word, as illustrated in the following tableau. Association with this mora satisfies ALIGN(H), and is better because it preserves the feature in the output, enforced by MAX(H).


<table>
<thead>
<tr>
<th>daʤe=yǝ</th>
<th>HAVEMREG</th>
<th>MAXPATH</th>
<th>ALIGN(H)</th>
<th>*HH</th>
<th>MAX(H)</th>
<th>DEPH</th>
<th>DEPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+u]</td>
<td>[+]upper</td>
<td>[+]upper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. daʤe yǝ</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>[−u][+u][−u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. daʤe yǝ</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>[−u][−u][−u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. daʤe yǝ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>[−u][−u][+u]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The next issue concerns the interaction between phonation types and tones. The majority of nouns with an unstable H tone, and some nouns with tonal polarity, have an interesting pattern that is related to creaky voice. The pattern is a H tone on the last vowel and creaky voice on the preceding; if H changes to L, creaky voice disappears, as in the examples below.

(53)  (a)  daʤe  →  daʤe-báro ‘porcine’

peccary peccary-fake
This pattern is examined next as I examine the behavior of creaky voice with respect to tones.

8.7 The interaction between creaky voice and tone

We saw in Chapter 2 that Mundurukú makes a contrast between creaky and modal voice on vowels. Some minimal pairs are provided below.

(54)  

<table>
<thead>
<tr>
<th>Creaky voice</th>
<th>Modal voice</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) wi-da</td>
<td>wida</td>
</tr>
<tr>
<td>‘jaguar’</td>
<td>‘kind of clay’</td>
</tr>
<tr>
<td>(b) i-parara</td>
<td>i-parara</td>
</tr>
<tr>
<td>3-su-be.sunburned</td>
<td>3-su-be.afraid</td>
</tr>
<tr>
<td>‘S/he’s sunburned.’</td>
<td>‘S/he’s afraid/scared.’</td>
</tr>
<tr>
<td>(c) áy</td>
<td>áy</td>
</tr>
<tr>
<td>‘sloth (monkey, sp.)’</td>
<td>‘rodent, sp.’</td>
</tr>
<tr>
<td>(d) ḏe-źi-źi-źi-m</td>
<td>ḏe-źi-źi-m</td>
</tr>
<tr>
<td>‘to tremble’</td>
<td>‘to spit’</td>
</tr>
</tbody>
</table>
An acoustic analysis of the properties that distinguish creaky from modal voice was provided in Chapter 2. Here, I will deal with the restrictions which creaky voice is subject to in order to be realized on the surface. Before proceeding, let me introduce the underlying representations I propose for modal and creaky vowels. I assume a two-way distinction between [-constricted glottis] or [+constricted glottis], linked to the Laryngeal Node (LN). This feature is independent of tonal specifications, so we expect to find creaky vowels on both H and L tones. However, this is not the case; not all tonal combinations are possible, as examined next (see also §8.8).

(55) (a) \[V\] (b) \[V\]
    \[LN\] \[LN\]
    \[[-c.g.]] \[[+c.g.]]

8.7.1 If [+c.g.] then L tone

First of all, creaky vowels do not contrast in tone in Mundurukú: if creaky voice, then L tone. The general observation is that nonmodal phonation is associated with lowered fundamental frequency (F0), relative to modal phonation (e.g. Gordon and Ladefoged 2001). Tonal languages, in particular, tend to not realize tonal and phonation contrasts simultaneously on the same vowel (Silverman 1997). The reason is that the articulatory antagonism that may be involved in the realization of pitch versus the realization of nonmodal phonation. Here I will limit the discussion to creaky voice quality versus F0; for a broader overview, see Silverman (1997, and references cited in there), and especially Kingston (1985a, b), on which this discussion is based.

Briefly, Kingston highlights that stiffness of the vocal folds can be independently controlled by two mechanisms: contraction of the cricothyroid or thyroarytenoid muscles – permitting the speaker to control the rate of vibration of the vocal folds, while maintaining the same glottal constriction. If the thyroarytenoid muscle is strongly contracted without contracting the cricothyroid muscle, as Kingston explains, lower and upper margins of the folds come into contact, their medial compression increases, the closed phase of the vibratory cycle lengthens. If vibration is not extended to the body of the folds, F0 lowers considerably. This results in creaky voice quality.

The comparison of F0 measures of creaky and L tone modal vowels provided in Chapter 2 showed that the lowering effect is characteristic in the production of creaky phonation in Mundurukú. F0 may thus be an important acoustic cue that distinguishes them, and this may
be a consequence of the way it is produced by the speakers, as seen above. Phonologically, this is expressed as a restriction on tonal distinctions, which limits creaky vowels to a L tone on the surface. Aside from this, they behave like modal vowels (see below).

The constraint on H tone in creaky vowels can be formulated in the form of a grounded constraint, following Archangeli and Pulleyblank (1994).

(56) \*[c.g.]/[+upper] (=*CG/H)  
If [+constricted glottis] then not [+upper]; or  
If [+constricted glottis] then [-upper]

This constraint predicts that even if a creaky vowel is not assigned a tonal feature underlyingly, it will be realized as [-upper] in the output. (Faithfulness to [+c.g.] will be examined below, so a candidate such as [y] is not included in the tableau.)

Tableau 8.14. If [+c.g.] then not [+upper].

<table>
<thead>
<tr>
<th>(y)</th>
<th>*CG/H</th>
<th>HAVREG</th>
<th>DEP(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (y)</td>
<td>(\ulcorner)</td>
<td>(\ulcorner)</td>
<td>(\ulcorner)</td>
</tr>
<tr>
<td>b. (y)</td>
<td>(\ulcorner)</td>
<td>(\ulcorner)</td>
<td>(\ulcorner)</td>
</tr>
</tbody>
</table>

*CG/H is never violated in Mundurukú. For example, if a lexical L tone triggers dissimilation of a creaky vowel, as it does with other L tone modal vowels, this vowel surfaces modal, and on a H tone.

(57) (a) \(\text{wadše-ba} \rightarrow \text{wadše-bá} \quad \text{‘cocoa’}\)

\[ \begin{array}{c}
\text{cocoa-CL} \\
\text{L} \\
\text{L}
\end{array} \]

(b) \(\text{ñin-tóm} \rightarrow \text{ñintóm} \quad \text{‘flour for pancake’}\)

\[ \begin{array}{c}
\text{pancake-CL} \\
\text{L} \\
\text{L}
\end{array} \]
The waveforms below compare the realizations of the classifier -ba in two words: âko-bâ ‘banana’, Figure 8.6, where the vowel /a/ is on a L tone and therefore creaky; and wadje-ba’ ‘cocoa’, Figure 8.7, where the vowel is realized with modal voice because of its dissimilation to a H tone.

Figure 8.6. Waveform showing a creaky vowel in the Mundurukú word âko-ba ‘banana’. (JT)

Figure 8.7. Waveform showing loss of creaky voice in a sequence /L+L/. Word: wadje-ba’ ‘cocoa’. (JT)

Loss of creaky voice in L-dissimilation indicates that *CG/H outranks faithfulness to specifications of the feature [+constricted glottis], Max[c.g.]. I also assume faithfulness to input specifications of this feature, DepPath[c.g.], against the constraint *CG (Howe and Pulleyblank 2001).

(58) (a) Max[c.g.]
A feature [+constricted glottis] in the input must have a correspondent in the output.

(b) DepPath[c.g.]
Any output path between [+constricted glottis] and an anchor must have a correspondent path in the input.

(b) *CG
Specifications of the feature [+constricted glottis] are prohibited.
The modal voice quality that results if a creaky vowel is affected by a preceding L tone is obtained by the ranking *CG/H >> *LL >> MAXPATH[-raised] >> DEPPATH[c.g.] >> MAX[c.g.] >> *CG. In the following tableau, two candidates, (a) and (b), are tied with each other until evaluated by DEPPATH[c.g.]. Note that realizing the feature [c.g.] on the preceding vowel is plausible, and true in Mundurukú as we will see below, but not in this case. Figure 8.7 above showed that the vowel /e/ in \textit{waʤeba} is also modal, meaning that creaky voice is in fact completely lost.

**Tableau 8.15. Creaky voice and *LL.**

<table>
<thead>
<tr>
<th>a. \textit{waʤeba}</th>
<th>\textit{waʤeba}</th>
<th>\textit{waʤeba}</th>
<th>\textit{waʤeba}</th>
<th>\textit{waʤeba}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-r] [-r]</td>
<td>[-u,-r][+u]</td>
<td>[-r] [-r]</td>
<td>[-u,-r][+u]</td>
<td>[-r] [-r]</td>
</tr>
<tr>
<td>*CG/H</td>
<td>*LL</td>
<td>MAXPATH</td>
<td>DEPPATH</td>
<td>MAX</td>
</tr>
<tr>
<td>[-raised]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
</tr>
<tr>
<td>*CG</td>
<td>DEP(H)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>d. *</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

The examples below are to illustrate the creaky vowel of the classifier \textit{-bã} participating in the process of L-dissimilation as the trigger.

(59) (a) ako-bã  i-bã-boñ \rightarrow  ákobã ibabóñ

\(\begin{array}{ccc}
| & H & L \\
| & L & L \\
\end{array}\)

banana-CL 3-CL-be.big

‘The banana is big.’

(b) ako-bã  i-bã-rát \rightarrow  ákobã ibaróñ

\(\begin{array}{ccc}
| & H & L \\
| & L & L \\
\end{array}\)

banana-CL 3-CL-be.white

‘The banana is white.’
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8.7.2  Creaky voice and H tone

The second restriction on the realization of creaky voice is found in the nature of the following tone. The general pattern is creaky voice on one vowel and a H tone on the following, as in the examples in (60). This pattern prevails in both derived and underived contexts, except if all vowels in the morpheme are creaky; if not, the second dissimilates to H, (60)e.

(60)  Sequences with a creaky vowel (V)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Tone</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) V V</td>
<td></td>
<td>i-ba-boŋ → iba-boŋ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3-CL-be.big</td>
</tr>
<tr>
<td></td>
<td></td>
<td>‘It’s (e.g. banana) big.’</td>
</tr>
<tr>
<td>b) V V</td>
<td>kawi</td>
<td>i-ba-pık</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3-CL-be.burned</td>
</tr>
<tr>
<td></td>
<td></td>
<td>‘It’s (e.g. banana) burned.’</td>
</tr>
<tr>
<td>c) V V</td>
<td></td>
<td>jiríri-ba</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ingá-CL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>‘ingá fruit, sp.’</td>
</tr>
<tr>
<td>d) V V</td>
<td></td>
<td>-dakat</td>
</tr>
<tr>
<td></td>
<td></td>
<td>áko-ba</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3-CL-be.burned</td>
</tr>
<tr>
<td></td>
<td></td>
<td>‘banana’</td>
</tr>
<tr>
<td>e) V V</td>
<td></td>
<td>wida</td>
</tr>
<tr>
<td></td>
<td></td>
<td>i-ba-eró → iba-eró</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3-CL-be.tender</td>
</tr>
<tr>
<td></td>
<td></td>
<td>‘It’s (e.g. banana) tender.’</td>
</tr>
</tbody>
</table>

6 For proposals on the relationship of tonal and laryngeal features, see Halle and Stevens 1971, Yip 1990, 1993, 1995, etc.

7 It is also possible to get a sequence of creaky vowels in derived contexts if the second morpheme is the reduplicant, as in ñeññi ‘to tremble’. If these vowels come from independent morphemes, then the second changes to H.
In this respect, creaky voice differs from modal phonation, which allows different sequences of tones, as shown in (61). However, creaky vowels are not so different from modal vowels that are lexically specified for [-raised]; these too require the following tone to be H on the surface (see §8.4 above).

(61) Sequences with modal vowels

(a)   V V   poʃo   t-iŋ-rət  ꞑ tiŋrə ꞑ

L L   ‘bird, sp.’   3-smoke-be.white

‘The smoke is white.’

(b)   V V   dekó   dʒe-kôn

L H   ‘monkey, sp.’   CoRef.Poss-eat

‘to eat’ (Intr.)

(c)   V V   bíó   jə-pak-pak

H L   ‘tapir’   bird(sp.)-be.red-RED

‘red cigana (bird, sp.)’

(d)   V V   dóá   dʒarəy-ʧəp-ʧə-ʔa

H H   ‘spider’   orange-be.bitter-RED-CL

‘kind of orange’

(62) is another contribution to the argument that the surface realization of creaky voice depends on tones, but not conversely. In these examples, creaky voice is not sufficient to maintain a H tone on the following syllable. On the contrary, the H tone changes to L independently, as we have already seen in §8.6, and so removing the context that favors the realization of creaky voice, namely a H tone in the following vowel. As a result, creakiness disappears.

(62) (a)  daɗe ꞑ  ꞑ daɗe-baró  ‘porcine’

peccary   peccary-fake

(b)  ipi  ꞑ ꞑ tʃe-ipi-boŋ  ‘his/her plot of land is big’

ground/soil   3.Poss-ground-be.big
(c) ḏaydó  →  daydo-ɗap-ɗap  ‘armadillo, sp.’
     armadillo  armadillo-hair-RED

(d) kabi  →  kabi-diŋ  ‘mist’
     sky  sky-smoke

(e) koato  →  koato bimá  ‘in the summer time...’
     summer  summer when

(f) o-bó  →  o-bɔ-bɔŋ  ‘My finger is big.’
     1-finger  1-finger-be.big

(g) o-ʃi  →  o-ʃi ʃat  ‘my mother’s food’
     1-mother  1-mother food

Loss of creaky voice in this pattern is illustrated by the noun kabi ‘sky’ in the three figures below. Consider first the noun as pronounced in isolation, Figure 8.8, in which creakiness surfaces in the first vowel, preceding a H tone.

Figure 8.8. Waveform of the Mundurukú word kabi ‘sky’. (JT)

Now compare the same noun in a derived context, shown in Figure 8.9. The waveform has been extracted from the word kabi-diŋ ‘mist’ [LLL], in which case kabi is pronounced [LL]. As can be noted, neither vowel surfaces creaky.
Similarly, Figure 8.10 shows that creaky voice is lost even if the following morpheme has a H tone. The word is kabi-kerere ‘cloud’ [LLHHH].

The cases in (62) above contrast with the ones below in two ways. First, not all H tones preceded by a creaky vowel are unstable, (63)a-b. And second, although the majority of morphemes with an unstable H tone also has a creaky vowel, there are also cases of unstable H tones without creakiness, as in (63)c-f. This means that the H tone, whether stable or unstable, is phonologically independent of creaky voice.

(63)  
(a)  t-qbóy \rightarrow t-qbóy-e  ‘his/her woven sling’  
3-sling 3-sling-envira.fiber  
(b)  kawi \rightarrow kawi-pek-pek  ‘kind of clay’  
clay clay-be.red-RED  
(c)  t-ako \rightarrow t-ako-bo\breve{n}  ‘The branch is big.’  
3-branch 3-branch-be.big  
(d)  wen\breve{n}-y \rightarrow wen\breve{n}-?á  ‘nut pod’  
nut-CL nut-CL
Braun and Crofts (1965: 27) tried to capture the high tone-creaky voice relation by proposing a rule of phonetic laryngealization (creaky voice): “Etic laryngealization occurs on a CV3 syllable preceding a syllable with accent 2 and an onset of ?, s, Embedded Content, č, Ž or b.” (The superscript number in CV3 corresponds to a low tone syllable, accent 2 to a high tone, and the consonants /š, č, Ž/ correspond to /ʃ, tʃ, ʤ/ respectively.) This rule predicts that all words with [LH] tonal melody, whose H-tone syllable begins with one of these consonants, will manifest creaky voice on the L-toned vowel. But the interaction between creaky voice and a H tone is not as simple. For example, the words in (64) meet the conditions described by Braun and Crofts but the vowels are modal.

(64)  
(a)  daʃã ‘firewood’ *daʃã  
(b)  datʃé ‘hawk, sp.’ *datʃé  
(c)  Židʒáp ‘shelter’ *Židʒáp  
(d)  kise ‘knife’ *kise

These facts show that a H tone, whether stable (pre-linked) or unstable (floating) is independent of the feature [+constricted glottis], but not vice-versa. That is, the feature [+constricted glottis] cannot surface unless the following tone is H. The patterns are summarized in (65). We find creaky and modal vowels preceding unstable as well as stable H tones; what we do not find is a combination creaky voice + H tone in which the vowel surfaces creaky if H itself is not realized.

(65)  Surface patterns

(a)  VCV → VCV  VCV → VCV  
(b)  VCV → VCV  VCV → VCV  
(c)  *VCV → VCV
The situation gets more complex when we look at monosyllabic nouns, in particular nouns with tonal polarity on the surface. They too have developed a similar relation to creakiness. Consider the cases in (66). All these nouns trigger creakiness on a preceding vowel, but do not themselves realize the feature, even if the following tone is H. In (66)d, -ko ‘tongue’ triggers creaky voice and surfaces creaky, but this is because it is combined with -bi ‘mouth’, which also has this effect.

\[(66)\]

(a) 0-bó  \rightarrow  o-bɔ-boŋ  ‘My finger is big.’
    1-finger  1-finger-be.big  

(b) 0-bí  \rightarrow  o-bi-di  ‘saliva of my mouth’
    1-mouth  1-mouth-CL  

(c) 0-ʃí  \rightarrow  o-ʃi ʃat  ‘my mother’s food’
    1-mother  1-mother food  

(d) 0-kó  \rightarrow  o-kɔ-ʃi  ‘roof of my mouth’
    1-tongue  1-tongue-mouth  

The examples below show that this is in fact a property of these morphemes. The same prefix 0- ‘1st person possessive’ precedes other nouns with a polar tone and does not manifest creakiness, (67)a-b. (67)c-d provide further evidence: (c) shows the effect of -bɔ ‘finger’, here functioning as a classifier, in the root ʃɔy-, and (d) shows that -bɔ itself has a modal vowel despite the fact that this vowel is on a L tone. Likewise, (67)e-f show -bi ‘mouth’ in a context where it triggers creaky voice versus a context where it combines with a morpheme that does not. Like the cases seen above, creakiness is completely lost if the following H tone changes to L.

\[(67)\]

(a) 0-dɔy  ‘my blood’
    1-blood  

(b) 0-nɔy  ‘my teeth’
    1-tooth
Comparing these to the surface patterns in (65) above, it is evident that creakiness is not underlyingly associated with the vowel that realizes it on the surface. That is, it comes from the following syllable. For example, \textit{qbi} ‘my finger’ and \textit{kabí} ‘sky’ exhibit the same behavior with respect to tone and creakiness.

(68) (a) \textit{q-bí} \rightarrow \textit{o-bí-bon} ‘My mouth is big.’
\hspace{0.5cm} 1-finger \hspace{0.5cm} 1-mouth-be.big
\hspace{0.5cm} o-bí-di ‘saliva of my mouth’
\hspace{0.5cm} 1-mouth-CL

(b) \textit{kabí} \rightarrow \textit{kabi-diŋ} ‘mist’
\hspace{0.5cm} sky \hspace{0.5cm} sky-smoke
\hspace{0.5cm} kabi-kéréré ‘cloud’
\hspace{0.5cm} sky-?

The question is: Why does not the feature [+c.g.] surface on the final vowel when the H tone changes to L? In other words, why is not a word such as \textit{kabí} ‘sky’ realized as *\textit{kabikéréré} ‘cloud’, since the H tone of the second morpheme also provides the appropriate context for the realization of creakiness?
I suggest that creaky voice on these cases is the manifestation of an underlying laryngeal /?/ morpheme-finally, but this consonant cannot occur in coda position. The underlying representations suggested for these morphemes are illustrated below.

(69) (a) \[\text{kabí}? \rightarrow \text{kabí} \quad \text{‘sky’}\]

(b) \[\text{o-pí}? \rightarrow \text{óbí} \quad \text{‘my mouth’}\]

A reason to believe that this may be a laryngeal consonant underlyingly is the fact that all morphemes that manifest this pattern have a CV syllable morpheme-finally.\(^8\) A list of words in this group is given below.

(70) (a) \(\text{jpí}\) \quad \text{‘ground, soil’}
(b) \(\text{koqó}\) \quad \text{‘summer’}
(c) \(\text{täypó}\) \quad \text{‘his penis’}
(d) \(\text{qókó}\) \quad \text{‘my tongue’}
(e) \(\text{kóbé}\) \quad \text{‘canoe’}
(f) \(\text{kóbó}\) \quad \text{‘tree, sp.’}
(g) \(\text{p Quarry}\) \quad \text{‘snake’}
(h) \(\text{säñtäbí}\) \quad \text{‘door’}
(i) \(\text{kabí}\) \quad \text{‘sky’}
(j) \(\text{idibí}\) \quad \text{‘water, river’}
(k) \(\text{tábí}\) \quad \text{‘her vagina’}
(l) \(\text{óbí}\) \quad \text{‘my mouth’}
(m) \(\text{óqebí}\) \quad \text{‘my armpit’}
(n) \(\text{oqañóbí}\) \quad \text{‘my ankle’}
(o) \(\text{dáydo}\) \quad \text{‘armadillo’}
(p) \(\text{dådǻ}\) \quad \text{‘peccary’}
(q) \(\text{gró}\) \quad \text{‘hammock’}

\(^8\) The preceding syllable is also CV or CVG (G=glide), a fact that I cannot explain.
(r) ḍi ‘my mother’

(s) ọmọ ‘my fingernail’

To offer an account of the presence versus absence of /ɨ/, I first propose a markedness constraint prohibiting /ɨ/ in coda position;

(71) *?/σ

The laryngeal /ɨ/ is prohibited in coda position.

Combining this with the constraints relevant to the realization of a floating H tone, we obtain kəbi’, candidate (a), as the optimal output. While *?/σ forces /ɨ/ to be realized as creaky voice on the vowel, ruling out (c), *CG/H and ALIGN(H) prevent creakiness from surfacing on the final vowel, excluding candidates (b) and (d) respectively. In the conflict between faithfulness to H, MAX(H), or to the laryngeal feature, DEPPath[c.g.], tone wins.9

Tableau 8.16. From kəbi? to kəbi ‘sky’.

<table>
<thead>
<tr>
<th>Input</th>
<th>*CG/H</th>
<th>*?/σ</th>
<th>ALIGN(H)</th>
<th>MAX(H)</th>
<th>DEPPath[c.g.]</th>
<th>MAX[c.g.]</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. kə bi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[−u][+u]</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. kə bi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[−u][+u]</td>
<td>!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. kə bi?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[−u][−u]</td>
<td>!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. kə bi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[+u][−u]</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. kə bi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[−u][−u]</td>
<td>!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9 A candidate without [c.g.], e.g. kəbi, would win over kəbi’ with this ranking, as Douglas Pulleyblank (p.c.) has pointed out. Yet, since /ɨ/ is a consonant, this problem must be examined in the context of the interaction between the tone system and the segmental analysis proposed in the preceding chapters; and this will not be dealt with here. I will leave this question open for the moment.
If a floating H tone cannot be realized, the ranking predicts that /?/ must not surface. This is shown in the following tableau. Candidates (a) and (e) violate MAX(H), but (a) is better because it does not realize creaky voice on the vowel.


<table>
<thead>
<tr>
<th>kabi?-keréré</th>
<th>[+u]</th>
<th>*CG/H</th>
<th>ALIGN(H)</th>
<th>MAX(H)</th>
<th>DEPPATH</th>
<th>MAX</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. /ær/ kabi -ke…</td>
<td>-u</td>
<td>[-u]</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. kabi -ke…</td>
<td>-u</td>
<td>[+u]</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. kabi -ke…</td>
<td>-u</td>
<td>-u</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. kabi -ke…</td>
<td>[+u]</td>
<td>-u</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. kabi -ka…</td>
<td>-u</td>
<td>-u</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8.8 Evaluating the proposal

In §8.2 I propose that moras may be H, L or toneless underlyingly; certain morphemes that have a toneless mora may also have a floating H tone.

(72) (a) ☐ (b) ☐ (c) ☐ (d) ☐

Considering the H-L-∅ distinction, a paradigm of 12 combinations are predicted for morphemes with one or two syllables.

(73) (a) ☐ ☐ ☐ ☐ ☐ ☐

The sequences HH and LL were excluded, as I assumed, by the OCP. These are represented by a multiply linked tone. There are four gaps in this paradigm: HL, ∅L, L∅, ☐∅.
and ∅H. The sequence ∅H is found on the surface as a variant of disyllabic morphemes that have a floating H tone, as in (74). But overall, toneless moras are restricted to bound roots (e.g. pɔɔ- ‘snake’) and affixes.

(74) (a) o-dao \(\rightarrow\) odao \(\hat{\text{f}}\) ‘my leg/bone’

1-leg.bone

The paradigm of possible combinations and illustrations for each of these sequences are given in (75). The gaps are discussed below.

(75) Paradigm of possible combinations and gaps

<table>
<thead>
<tr>
<th></th>
<th>∅</th>
<th>∅</th>
<th>∅</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e ‘path’</td>
<td>[ɛ]</td>
<td>[ɛ]</td>
<td>pə-y- ‘snake’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>pəy-to-bó</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>snake-purple-CL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[pəytəbó]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʧokón ‘toucan’</td>
<td>None</td>
<td></td>
<td>ako ‘banana (tree)’</td>
</tr>
<tr>
<td></td>
<td>[ʧokón]</td>
<td></td>
<td>[ako]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ḏaṟaẏ ‘orange (tree)’</td>
<td>waʤe ‘cocoa (tree)’</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ʤaɽaẏ]</td>
<td>[waʤe]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td></td>
<td>epe- ‘2\text{nd} person plural’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>epe-t-obọfik ‘You found him/her.’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2pl.Su-3Ob-find</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[ɛpɛtəbọfik]</td>
</tr>
</tbody>
</table>
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Three of these gaps, /L∅, ∅H, ∅L/, can be accounted for by the analysis proposed here. First, consider the combinations /L∅/ and /∅H/. The ranking UNIF(T), HAVEREG >> MAXPATH[+upper], *LL >> MAXPATH[-raised], DEPPTH[-raised] >> *L∅ >> DEP(H) >> DEP(L) predicts that these sequences, if available in the input, must surface as a sequence [LH]. For instance, ʤarāy ‘orange (tree)’ would surface [LH] if we assumed any of the three underlying representations below.

(76) (a) ʤarāy (b) ʤarāy (c) ʤarāy
    \[LH\] \[H\] \[L\]

The representation in (76)a is the one assumed here, based on the principle of Lexicon Optimization. (76)b and (76)c appear in Tableau 8.18 and Tableau 8.19 respectively.

Tableau 8.18. Sequence /∅H/ → [LH]

<table>
<thead>
<tr>
<th>ʤarāy</th>
<th>UNIF(T)</th>
<th>HAVEREG</th>
<th>MAXPATH [+upper]</th>
<th>DEP(H)</th>
<th>DEP(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ʤarāy</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ʤarāy</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ʤarāy</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ʤarāy</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Similarly, the combination /∅L/ is predicted to surface as [LL]. This is illustrated in the following tableau. Suppose that the underlying representation of ważę ‘cocoa (tree)’ is /∅L/.

As for /HL/, there is no obvious reason for this gap. There are 25 disyllabic words with the melody [HL] in the corpus: 11 are mono-morphemic (e.g. ąko ‘banana (tree)’); 4 are
borrowings (e.g. pêta ‘feast’/ Portuguese: festa); 4 seem to be reduplicated forms that have been lexicalized (e.g. ḫû ‘hawk, sp.’); and the others have at least two separate morphemes. Likewise, polysyllabic words ending with melodies […HL] are rare, all of which involve more than one morpheme. For instance, amongst four-syllable words, there is only one occurrence of /H+L/: /kóró-ţi ámb-pā/ → kóró-ţi ámb ‘kind of beans’.

I suggest that the language has a constraint prohibiting the sequence /HL/.

(77)  *HL

A sequence [+upper]-[-upper, -raised] is prohibited.

This constraint can account for the absence of /HL/ sequences in input forms, as well as the fact that in dissimilation of L tones, it is the second L that changes to H.

(78)  (a)  e-źni →  edini  *édni

tobacco-smoke
‘tobacco smoke’

(b)  waźe-ba → waźebá  *waźebá

cocoa-CL
‘cocoa’

Dissimilation is illustrated in the following tableau. *HL must be ranked higher than MAXPATH[-raised], which demands faithfulness to the feature [-raised].

Tableau 8.21. Sequence /L+L/. Word: edini ‘tobacco smoke’

<table>
<thead>
<tr>
<th>e-źni</th>
<th>HAVEREG</th>
<th>*LL</th>
<th>*HL</th>
<th>MAXPATH</th>
<th>DEPH</th>
<th>DEFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-r] [-r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| a.  | e-źni | | | * | | *
| [-u, -r][+u] |
| b.  | e-źni | | | ![ | | *
| [-r] [-r] |
| c.  | e-źni | | | ![ | | **
| [-u, -r][-u, -r] |
| d.  | e-źni | | | ![ | | *
| [+u][-u, -r] |
Interestingly, these predictions are consistent with the surface distribution of tones in the language. For example, word initial L tones are three times as frequent as H tones in the same position – 259 words beginning with L vs. 83 beginning with H (monosyllabic nouns not included). Word-finally, high tones are far more frequent (223 words) than L tones (119); consequently, [LH] sequences outnumber any other sequence in about 50% of the patterns attested thus far. This may be related to the fact that many input sequences are predicted to surface as [LH]. These are listed in (79), including hypothetical combinations with a floating H tone.

(79) (a) LH ∅H L∅ LL
(b) ∅H in isolation HH H∅ HH

In words with similar tones, [LL] sequences are preferred: 71 cases versus 39 for [HH]. Three input sequences (in addition to a multiply linked representation) are predicted to surface as [LL] and only one as [HH].

(80) Input Output
(a) ∅L, ∅∅, H L [LL]
(b) HH [HH]

Let us now turn to the interaction of tones and creaky voice. I suggested in the beginning of section 8.7 that Mundurukú makes a contrast between [-constricted glottis] and [+constricted glottis] vowels, and that specifications of this feature were independent of tonal specifications, following the Richness of the Base. Given this, modal or creaky vowels should in principle be allowed to occur on both H and L tones. This is true for modal vowels, but not for their creaky counterparts. Underlyingly, all the following combinations of tonal and laryngeal features are predicted.

(81) (a) [-raised] [-raised] (b) (c) [+upper] [+upper]

On the surface, however, creaky vowels are more restricted in terms of their tonal realizations. The first restriction is on the combination of a H tone with a creaky vowel. An output such as [vˈ], even if present in the input, is eliminated by *CG/H. The analysis
proposed here predicts that the H tone wins in this case, so the optimal output is [\[v\]]. The preference for preserving tones was demonstrated in the analysis of dissimilation of L tones. The position of MAXPATH[-raised] relative to MAX[c.g.] in the ranking determines that it is better to preserve a tone than creakiness.

The second restriction on creaky voice is the following tone, which must be H. In (82) and (83), I give a list of all possible sequences of modal and creaky vowels (which can potentially surface on a L tone), and compare these to their surface realizations and what the analysis can account for. The combinations in (82)a-d are not problematic. Any combinations of an underlying L tone vowel + L or toneless vowel is predicted to be realized as [LH], due especially to the OCP constraints *LL and *L∅. If the first vowel is [+constricted glottis], this feature is retained on the surface; if a creaky vowel follows a lexical L tone, creakiness is lost, as already seen above in §8.7.

(82) Combinations of modal and creaky vowels

<table>
<thead>
<tr>
<th>Input</th>
<th>Output (expected)</th>
<th>Consistent with the analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) [V + V] [[-r][[-r]]]</td>
<td>[[V] [[V]]]</td>
<td>✓</td>
</tr>
<tr>
<td>(b) [V + V] [[-r]]</td>
<td>[[V] [[V]]]</td>
<td>✓</td>
</tr>
<tr>
<td>(c) [V + V] [[-r][[-r]]]</td>
<td>[[V] [[V]]]</td>
<td>✓</td>
</tr>
<tr>
<td>(d) [V + V] [[-r][[-r]]]</td>
<td>[[V] [[V]]]</td>
<td>✓</td>
</tr>
</tbody>
</table>

The problem is sequences with a hypothetical toneless creaky vowel, given in (83). I have not found any cases of a creaky vowel that behaves as if it was toneless. A pattern that is closer to this behavior is the creaky-floating H interaction discussed in §8.7.2, in which creakiness was analyzed as the surface realization of an underlying /?/ in coda position. Thus, underlyingly, these vowels are modal, i.e. [\[-constricted glottis\]].
Before commenting on these predictions, let us consider the sequences of L tone modal and creaky vowels that are attested within the morpheme; one in particular occurs neither in derived nor in non-derived contexts, namely a sequence creaky vowel + L tone modal vowel.

Given the patterns observed in the language, the sequence in (83)a above is consistent with the analysis because the first creaky vowel is [-raised], so dissimilation is expected, resulting in a sequence [v'y]. However, we expect that a combination creaky vowel + [-raised] modal vowel, (83)b, be realized as [v'y], but not *[v'y], since (i) creaky vowels never surface preceding a modal vowel on a L tone, and (ii) lexical tones tend to be preserved, especially if in combination with a toneless vowel; but the analysis wrongly predicts that the output should be [v'y], as shown in the following tableau.
Tableau 8.22. Wrong prediction: hypothetical sequence /V+V/.

<table>
<thead>
<tr>
<th><code>{V V}</code></th>
<th>MAXPATH</th>
<th>DEPPATH</th>
<th>MAX</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-r]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
<td></td>
</tr>
<tr>
<td>a. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. ⊗ VV</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. VV</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. VV</td>
<td>*!</td>
<td></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>e. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The sequences in (83)c and (83)d are partly consistent with the analysis, which predicts [V V] for both combinations; this surface form is attested in the language.

Tableau 8.23. Hypothetical sequence /V+\(\hat{V}\)/.

<table>
<thead>
<tr>
<th><code>{V V}</code></th>
<th>MAXPATH</th>
<th>DEPPATH</th>
<th>MAX</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-r]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
<td></td>
</tr>
<tr>
<td>a. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. VV</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. VV</td>
<td></td>
<td><em>!</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. (\hat{\imath}) VV</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Tableau 8.24. Hypothetical sequence /V+\(\hat{V}\)/.

<table>
<thead>
<tr>
<th><code>{V V}</code></th>
<th>MAXPATH</th>
<th>DEPPATH</th>
<th>MAX</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-r]</td>
<td>[c.g.]</td>
<td>[c.g.]</td>
<td></td>
</tr>
<tr>
<td>a. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. VV</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. VV</td>
<td></td>
<td><em>!</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. (\hat{\imath}) VV</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. VV</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

To account for the gap *V\(\hat{V}\)\(\hat{V}\), and the wrong prediction the analysis makes, I suggest the constraint *CG-L.
A sequence [+constricted glottis, -upper]-[-constricted glottis, -upper] is prohibited.

This constraint must be crucially ranked above MAX[c.g.] to prevent faithfulness to this feature in a sequence VV. The optimal output would then be a sequence of modal vowels [vôv]; this is consistent with the fact that tone wins over creaky phonation.

Tableau 8.25. Hypothetical sequence /VôV/.

<table>
<thead>
<tr>
<th></th>
<th>HAVEREG</th>
<th>MAXPATH [+upper]</th>
<th>MAXPATH [-raised]</th>
<th>DEPPath [c.g.]</th>
<th>*CG-L</th>
<th>MAX[c.g.]</th>
<th>*CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>vôv</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b.</td>
<td>yôv</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c.</td>
<td>vv</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d.</td>
<td>yy</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>e.</td>
<td>vy</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

I finalize this chapter with the general ranking of all constraints discussed here.

(86) General ranking

UNIFORMITY(T), HAVEREGISTER, *[CG/H, *?]σ

MAXPATH[+upper], *[LL, *HL]

MAXPATH[-raised], DEPPath[-raised]

ALIGN(H), *LØ

*HH

MAX(H)

DEPPath[c.g.], *[GC-L]

*CG

MAX[c.g.]

DEPΗ

DEPŁ

*ŁH
Conclusion

9.1 Building the global ranking

To conclude the study of the phonology of Mundurukú, this chapter presents the final product, all the preceding parts considered. The hypothesis I defend for the OT-based grammar of the phonology of Mundurukú, given in (1), is that the language makes use of two pathways of rankings, each of which is responsible for the various processes examined in this study.

(1) Preliminary ranking (to be altered)

\[
\begin{align*}
*\text{dV}, & \text{ } *\text{VoI}V\text{EL}, \text{ } M-\text{CONTIG}, \sigma\text{MORA}, \sigma\text{NUC}, *f\sigma \\
*\text{COMPLEX}, & \text{ } *\text{HiBk}-\text{HiBk}, \text{ } *\text{HiRD}-\text{HiRd} \\
W-\text{CONTIG}, & \text{ } \text{MAX}[+\text{cont}], \text{ } \text{MAX}-\mu \\
\text{DHR}[\text{voi}] & \\
\text{MAXPATH}[\text{nas}], & \text{ } \text{NAS/SON} \\
\text{MAX}[\pm\text{voi}] & \text{ONSET} \\
\text{DEP}[+\text{son}] & \text{ALIGN-R} \\
*\text{OR}-\text{NAS} & \text{MAX}[+\text{son}] \\
\text{DEPPATH}[\text{nas}] & \text{MAXPLACE} \\
\text{PARSE-MORPH} & \text{*COR-COR} \\
\text{MAX}-\text{IO} & \\
\text{MAX}[-\text{son}], & \text{NOCODA}, \text{ } *\text{VoI}\text{COR}, \text{ } *\text{VoI}\text{LAB} 
\end{align*}
\]
Some processes that provide further support for the analysis have not been previously discussed, but will be in this chapter. These include reduplication, the emphatic morpheme \{=nma\} and the 3\textsuperscript{rd} person marker \{t-\}.

First, consider ranking I. The processes which it accounts for are: (i) basic syllabification, (ii) gemination of a morpheme-final consonant, (iii) deletion in a sequence coronal+coronal, (iv) phonotactic restrictions (*wo, *yi), (v) no glide formation in VV sequences, (vi) selection of the allomorphs \{i-/y-\} and \{o-/w-\}, (vii) an obligatory onset in reduplication, and (viii) the realizations of the imperfective \{-m\}. All these processes were examined in Chapter 4.

(2) Ranking I

\[
\begin{align*}
*\text{VOIVEL, } *\text{dV, M-CONTIG, )MORA, )NUC, } *\text{f}}\text{3} \\
*\text{COMPLEX, } *\text{HiBK-HiBK, } *\text{HiRD-HiRD} \\
\text{W-CONTIG, MAX[+cont], MAX-µ} \\
\text{DHR[voi]} \\
\text{MAXPATH[+nas], NAS/SON} \\
\text{ONSET} \\
\text{ALIGN-R} \\
\text{MAX[+son]} \\
\text{MAXPLACE} \\
*\text{COR-COR} \\
\text{MAX-IO} \\
\text{MAX[-son], NOCODA, } *\text{VOICOR, } *\text{VOILAB}
\end{align*}
\]
Ranking II, given in (3), generates: (i) the contrasts between voiceless, voiced and nasal stops, (ii) no contrast between /d, n/ before /v/, (iii) nasal harmony (Chapter 6), (iv) consonant mutation, (v) interaction between consonant mutation and nasality (Chapter 7), and (vi) other processes such as the realization of the emphatic morpheme {=nma} and {t-} (see §9.2.1 and §9.2.2 below).

(3) Ranking II

\[
\begin{align*}
\ast \text{VOiVEL, } & \ast \text{dV, M-CONTIG, } \sigma \text{MORA, } \sigma \text{NUC, } \ast \sigma \\
\ast \text{COMPLEX, } & \ast \text{HiBk-HiBk, } \ast \text{HiRd-HiRd} \\
\text{W-CONTIG, Max[+cont], Max-} & \text{\mu} \\
\text{DHR[voi]} \\
\text{MAXPATH[+nas], NAS/SON} \\
\text{MAX[\pm voi]} \\
\text{DEP[+son]} \\
\ast \text{OR-NAS} \\
\text{DEPPATH[+nas]} \\
\text{PARSE-MORPH} \\
\text{MAX-IO} \\
\text{MAX[-son], NOCODA, } & \ast \text{VOiCOR, } \ast \text{VOiLAB}
\end{align*}
\]
9.2 Further support

9.2.1 The emphatic clitic \{=nma\}

As further support for the analysis, consider the behavior of the emphatic clitic -nma, shown in the examples below. This case is interesting because this clitic contains a cluster /nm/; /n/ surfaces only if the preceding morpheme ends in a vowel, as in (4)c-d. Unlike the imperfective {-m} examined in Chapter 4, the nasal does not fuse with a preceding stop, as shown in (4)a. If the preceding syllable already has a coda, /n/ does not surface.

(4)  (a)  ayáʧá-t-nma  →  a.yá.ʧá.t.má  ‘It’s really a woman.’
       woman-Emph  *a.yá.ʧán.má

   (b)  põ-n-nma  →  põ.má  ‘only one.’
       one-Emph

   (c)  ìʧé-n-nma  →  ìʧén.má  ‘It’s really him.’
       3DEM-Emph

   (d)  kísé-n-nma  →  kísé.n.má  ‘It’s really a knife.’
       knife-Emph

The two tableaux below show \{=nma\} following a vowel, Tableau 9.1, and following a voiceless stop, Tableau 9.2. M-CONTIGUITY and W-CONTIGUITY prevent insertion, either inside the morpheme, as candidate (b) in Tableau 9.1, or between morphemes, as (c) in Tableau 9.2. Following a vowel, the cluster /nm/ must surface, because it is better to not delete anything than to respect NOCODA. However, if a coda position is already occupied, then /n/ of \{=nma\} must be deleted. Because /n/ is placed at the edge of the morpheme, deletion respects the contiguity of segments within the morpheme, showing again the relevance of CONTIGUITY in predicting that deletion of segments is allowed only at the edge of a morpheme.
Tableau 9.1. Surface realization of \{=n\_m\_a\} following a vowel.

<table>
<thead>
<tr>
<th></th>
<th>M-CONTIG</th>
<th>W-CONTIG</th>
<th>MAX PATH</th>
<th>MAX [±voi]</th>
<th>DEP [±son]</th>
<th>DEP PATH</th>
<th>MAX IO</th>
<th>NO CODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>ki.sën.mₐ</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>ki.sē.nₐ.mₐ</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>ki.sē.mₐ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Tableau 9.2. Surface realization of \{=n\_m\_a\} following a voiceless stop.

<table>
<thead>
<tr>
<th></th>
<th>M-CONTIG</th>
<th>*COMP</th>
<th>W-CONTIG</th>
<th>MAX PATH</th>
<th>MAX [±voi]</th>
<th>DEP [±son]</th>
<th>DEP PATH</th>
<th>MAX IO</th>
<th>MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>...vp.mₐ</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>...vp.nₐ.mₐ</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>...v.p.nₐ.mₐ</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>...v.p.mₐ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>...v.n.mₐ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Following a nasal, e.g. ṭₙₚₙ + nₐ.mₐ → ṭₙₚₙₐ.mₐ ‘only one’, the sequence of three nasal consonants [ⁿⁿₙ] is excluded by *COMPLEX; hence only two nasals may surface. But the ranking cannot decide that /ṇ/, which belongs to the root, must be favored over /n/ or /m/. For that I follow Beckman (1998) in assuming that segments of roots are more faithful to their inputs than affixes. In our discussion, it is more important to preserve [+sonorant] segments of a root than those of affixes or affix-like morphemes.

(5) \(\text{MAX}^{ [+\text{sonorant}]_{\text{ROOT}} } (=\text{MAX}^{ [+\text{son}]_{\text{RT}}})\)

Input [+sonorant] segments of a root must have output correspondents.
With this requirement, /ŋ̚/ of $p\dot{\eta}ng+n\text{ma}$ is preserved, and the output selected is $p\dot{\eta}ng\text{ma}$, as illustrated by candidate (a) in the following tableau. Again, we could also imagine a candidate in which /n/ is preserved and /m/ is deleted (e.g. $p\dot{\eta}ng$ instead of $p\dot{\eta}ng\text{-ma}$), but this candidate would be ruled out by M-CONTIGUITY since the string {n-a} is not a contiguous string in the input.

Tableau 9.3. Surface realization of {=nma} following a nasal consonant.

<table>
<thead>
<tr>
<th>$p\dot{\eta}=n\text{ma}$</th>
<th>M-CONTIG</th>
<th>*COMP</th>
<th>W-CONTIG</th>
<th>MAX PATH [nas]</th>
<th>MAX [±voi]</th>
<th>DEP [±son]</th>
<th>DEP PATH [nas]</th>
<th>MAX [±son]_{RT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. $\varnothing$ ...ŋ\text{ma}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ...ŋ.n\text{na}\text{ma}</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ...ŋ\text{on}\text{ma}</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ...ŋ\text{m}\text{a}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. ...n\text{m}\text{a}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
</tr>
</tbody>
</table>

9.2.2 Third person \{t-\}

Another morpheme whose realization follows ranking II is the third person prefix \{t-\}. In the beginning of Chapter 7, I showed the difference between a [t] that results from consonant mutation, and [t] that is the surface realization of the third person. The relevant examples are given below. When combined with a morpheme-initial /d/, as in (6)a-b, /d/ is deleted so that only the third person prefix consonant /t/ surfaces, and this prefix consonant is always voiceless. These cases are different from the voiceless form [t] in consonant mutation, illustrated in (6)c-d, since the voiced-voiceless variants are determined by the preceding segment, as discussed in Chapter 7. The third person prefix does not undergo mutation.

(6) (a) o-t-dakat $\rightarrow$ otakat ‘I cut it.’

1Su-3Ob-cut

(b) t-doy $\rightarrow$ toy ‘his/her blood’

3-blood
(c) dépsém doy → dépsém toy ‘deer’s blood’

deer blood

(d) o-doy → odóy ‘my blood’

1-blood

To ensure the realization of \{t-\}, I invoke the constraint PARSE-MORPH (e.g. Akinlabi 1996).

(7) PARSE-MORPH

A morph must be realized in the output.

Deletion of a morpheme-initial /d/ is shown in Tableau 9.4. PARSE-MORPH forces the realization of the prefix when other strategies have been exhausted, for example, the formation of a complex cluster in candidate (c), and insertion of a vowel in candidate (d). The option is then to delete of the root-initial consonant in favor of the prefix.

Tableau 9.4. Deletion in \{t-\} + /d/ morpheme-initially. Input: t-dakgt → takgt ‘to cut s.t.’

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *</td>
<td>takgt</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>dakgt</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
<td>*</td>
</tr>
<tr>
<td>c.</td>
<td>tdakgt</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>tə.dakgt</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9.3 Placing Reduplication in the OT-grammar

Reduplication came up several times in the preceding chapters, but a formal account of the patterns has not yet been proposed. This section is devoted to the reduplicative morpheme and to how reduplication interacts with the various processes examined in this study.

From a morphological point of view, reduplication in Mundurukú is affixal, strictly speaking, the suffixation of morphological material. The reduplicative morpheme (RED) has the
status of a morphological category which may be inflectional, such as aspect (§9.2), or derivational, such as the formation of a verbal predicate (§9.3.2).

From a phonological point of view, RED may or may not contain segmental content. In Mundurukú, reduplication copies the final syllable of the stem; its segmental and featural content is generally identical to that of the stem that undergoes reduplication, unless other processes apply which may alter this identity. Fixed elements appear in two of all patterns of reduplication investigated here, both of them are fixed vowels (see §9.4).

There is a strong requirement in reduplication in Mundurukú: the reduplicative morpheme must be a well-formed syllable, with at least an onset and nucleus.1

(8) RED = \( \sigma \)

\[ \text{CV(C)} \]

In general, the phonological material that fills up these positions is copied from the final syllable of the stem, (9)a-b. But if this syllable does not have onset (i.e. V or VC types), the following repair strategies are employed: (i) in V-reduplication, (9)c, RED gains an epenthetic /h/ in onset position (see Chapter 4, and below); and (ii) in VC-reduplication, (9)d, the coda consonant is lengthened to provide the required onset.

(9)  

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV + RED</td>
<td>CV-CV</td>
</tr>
<tr>
<td>CVC + RED</td>
<td>CVC-CVC</td>
</tr>
<tr>
<td>V + RED</td>
<td>V-hV</td>
</tr>
<tr>
<td>VC + RED</td>
<td>VC-CV</td>
</tr>
</tbody>
</table>

This section examines the interaction between reduplication and various of the processes examined in the previous chapters, including syllabification (§9.3.1), t-deletion (§9.3.2), and consonant mutation (§9.3.3). In addition, it also deals with reduplication with fixed segmentism (§9.4).

---

1 The language also has total reduplication in that the reduplicative morpheme copies the whole base; this pattern is mostly used to denote repetition of an event, for example, \( p\džik-p\džik \) ‘to pull several times’. The most used pattern is partial reduplication, in that only the final syllable of the base is copied.
9.3.1 Progressive reduplication

Reduplication can be used to mark the progressive aspect in Mundurukú. The reduplicative morpheme copies the final syllable of the verb stem, including features such as tone, creaky voice, and nasality.

(10) Stem Progressive
(a) kapík kapík-pík ‘working’
(b) aŋók aŋók-ŋók ‘bathing’
(c) aŋém aŋé-ŋé ‘arriving’
(d) dakat dakat-kat ‘cutting’
(e) kawén kawén-wén ‘talking’
(f) jéy jéy-jéy ‘dreaming’
(g) dé dé-de ‘grating’
(h) fi-ði fi-ði-ði ‘trembling’
(i) fi fi-ði ‘spitting’

If the syllable to be copied is VC, the final consonant lengthens to provide an onset for the reduplicant.

(11) Stem Progressive
(a) óm óm-[m]óm ‘entering’
(b) m[a]-tait m[a]-taít-[ʔ]ít ‘reviving s.t.’
(c) m[a]-ók m[a]-ók-[k]ók ‘blackening s.t.’

But if the syllable is V, an epenthetic /h/ surfaces in onset position.

(12) Stem Progressive
(a) taé taé-hé ‘choosing s.t.’
(b) á á-há ‘biting’
(c) džê-ó džê-ó-hó ‘going up, climbing’
(d) džê-kabíá džê-kabíá-ha ‘dawning’
The first observation concerns the shape of RED in progressive reduplication, which can be described in terms of a prosodic unit, i.e. a syllable. Marantz (1982) remarks that reduplicants tend to have a pre-determined template, in his terms, empty CV-slots that are filled up with phonological material copied from the base. Similarly, McCarthy and Prince (1986, 1990) introduced the notion of prosodic templates, stating that RED must refer to authentic prosodic units (e.g. mora, syllable, foot, etc.). This idea was incorporated into OT (McCarthy and Prince 1993) in the form of constraints defining templates. In Mundurukú, this constraint is as in (13)a. (13)b-c introduce the faithfulness constraints relevant for the base-reduplicant relationship; their definitions refer to both segmental, (13), and featural content (e.g. tone, creaky voice and nasality), (14), present in the base.

(13)  
(a)  RED = σ (=REDσ)  
The reduplicant is a syllable.

(b)  MAX-BR  
A segment of the base must have a correspondent segment in the reduplicant.

(c)  DEP-BR  
A segment in the reduplicant must have a correspondent segment in the base.

(14)  
(a)  MAX-BR[+nas]  
If the feature [+nasal] is in the base, then it is in the reduplicant.

(b)  MAX-BR[T]  
If a tonal feature is in the base, then it is in the reduplicant.

(c)  MAX-BR[+c.g.]  
If the feature [+constricted glottis] is in the base, then it is the reduplicant.

Faithfulness to the base’s featural material is fully required in reduplication, unless overridden by other highly-ranked requirements, as we will see later. From these MAX-BR[+nas] is never violated; MAX-BR[T] and MAX-BR[+c.g.] can be violated in reduplication with fixed vowels (§9.3), indicating that the ranking of MAX-BR constraints is as follows.
An illustration is given in the following tableau. Candidates (c) and (d) are excluded because the base contains a L-tone creaky vowel \[\text{\textipa{a}}\] whereas the reduplicant has a H-tone modal vowel in (c), and a L-tone modal vowel in (d).

Tableau 9.5. Input: \textipa{dakat `to cut`}.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varphi)</td>
<td>da.kat.kat</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>b. da.kat.da.kat</td>
<td>*!</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>c. da.kat.kat</td>
<td>*!</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>d. da.kat.kat</td>
<td></td>
<td></td>
<td>*</td>
<td>✓</td>
</tr>
</tbody>
</table>

Reduplication begins to show a strong interaction with syllabification when the base ends in a V or VC syllable. First, let us consider VC-reduplication, shown in the following tableau. The reduplicant is a syllable that requires an onset. This indicates that this pattern must respect the ranking ONSET >> ALIGN-R, dominating the constraints that protect the Base-RED relation. Gemination of the base-final consonant is forced by ALIGN-R, because a geminate satisfies both requirements: it provides an onset for the following syllable as well as maintains alignment of a morpheme boundary with a syllable boundary.

Tableau 9.6. Input: \textipa{óm `enter`}.

<table>
<thead>
<tr>
<th>óm-RED</th>
<th>RED₁</th>
<th>Max-BR [+nas]</th>
<th>Max-BR</th>
<th>Onset</th>
<th>ALIGN-R</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\varphi)</td>
<td>óm.</td>
<td>ól</td>
<td></td>
<td></td>
<td>*!</td>
<td>*!</td>
</tr>
<tr>
<td>b. óm.ól</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>c. ò.mól</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(15) \(\text{Max-BR[+nas]} \gg \text{Max-BR} \gg \text{Max-BR[T], Max-BR[+c.g.]}\)
9.3.2 Reduplication and t-deletion

An interesting opacity case is found in the interaction between t-deletion and reduplication. The relevant examples are given in (16). Reduplication creates a sequence /t/ + coronal, which is prohibited in Mundurukú, as we have already seen in Chapter 4. This triggers the deletion of /t/ in the base, but this consonant still surfaces in the reduplicant.

\[(16)\]
\begin{align*}
(a) & \quad \text{a-ʤot-ʤot} \rightarrow \text{aʤoʤot} \quad \text{‘We (incl.) are coming.’} \\
& \quad \text{1pl.incl-come-RED} \\
(b) & \quad \text{sőt-sőt} \rightarrow \text{sősőt} \quad \text{‘monkey, sp.’} \\
& \quad \text{monkey-RED} \\
(c) & \quad \text{ʤe-daʤat-daʤat-n} \rightarrow \text{ʤedadastro} \quad \text{‘to vomit’} \\
& \quad \text{CoRef.Poss-vomit-RED-Vzr?} \\
(d) & \quad \text{o-ʧat-ʧet} \rightarrow \text{oʧaʧet} \quad \text{‘I have food.’} \\
& \quad \text{1-food-RED.Exist}
\end{align*}

Reduplication and t-deletion apply in a counterbleeding order: /t/ is deleted after reduplication has applied; this way /t/ shows up in the reduplicant even though it is no longer present in the base. A tentative analysis is proposed in the following tableau. Deletion of /t/ in the base is a DEP-BR violation, meaning that this constraint must be dominated by both *CORCOR and MAX-BR, which helps to prevent a change in place of articulation, as in candidate (e), and to avoid either a sequence of coronals or deletion of /t/.\(^2\)

\(^2\) However, the analysis faces an important problem: it does not force the reduplicant to have [t] morpheme-finally. Thus, a candidate such as ʤoʤo, in which neither base nor the reduplicant have [t], wins. (Thanks to Pat Shaw and Douglas Pulleyblank for pointing that out to me.) Here I offer no solution to this problem.
Tableau 9.7. Reduplication and t-deletion

<table>
<thead>
<tr>
<th>-ʤot-RED</th>
<th>REDσ</th>
<th>W-CONTIG</th>
<th>MAX-BR</th>
<th>ONSET</th>
<th>ALIGN-R</th>
<th>*COR</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ʤot ʤot</td>
<td>ʤot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>!</td>
</tr>
<tr>
<td>b. ʤot-ʤot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>!</td>
</tr>
<tr>
<td>c. ʤot-ʤot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ʤok-ʤot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 9.3.4 Reduplication and consonant mutation

The next pattern concerns the interaction between reduplication and consonant mutation. We saw in Chapter 7 that consonant mutation changes the feature [voice] of certain morpheme-initial stops: /p, d, tʃ/ have voiced variants, [b, d, ʤ], following [−consonantal] segments (vowels and glides), and voiceless variants, [p, t, tʃ], following [+consonantal] segments. The basic ranking is as follows.

(17) \*VoIVel, \*d\d

\[W-\text{CONTIG}\]
\[\text{DHR}[\text{voi}]\]
\[\text{MAX}[\pm\text{voice}]\]

If a morpheme-initial stop undergoes consonant mutation, the reduplicant copies this consonant accordingly.

(18) Voiceless variant

(a) o-t-ot-pó-pó

1Su-3-CL-pick-RED 'I picked it up (e.g. broom).’
Reduplication of the voiced variant is illustrated in Tableau 9.8. MAX-BR forces the consonant in the reduplicant to also be voiced, as it is in the base.


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. o.ʤò.ʤò</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. o.tʃò.ʤò</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. o.ʤò.tʃò</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d. o.tʃò.tʃò</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The voiceless variant appears in Tableau 9.9. Candidate (b) respects DHR[voi] but fatally violates W-CONTIG because epenthesis is not allowed between morphemes. Here again, candidate (d) fails to satisfy MAX-BR which requires the reduplicant to have the variant that surfaces in the base, even though the base ends in a vowel.


<table>
<thead>
<tr>
<th>C-ʧò-RED</th>
<th>W-CONTIG</th>
<th>MAX-BR</th>
<th>DHR[voi]</th>
<th>MAX[±voi]</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. C.ʧò.ʧò</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. C.ᢈ.ʤò.ʤò</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. C.ʤò.ʧò</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d. C.ʧò.ʤò</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>
9.4 Reduplication with fixed segmentism

There are two patterns of reduplication with fixed segments, both of which have fixed vowels: one is a H-tone vowel /ˈò/ ‘not so’, (19), and the other is a L-tone vowel /e/ ‘have, exist’, (20) (see also Chapter 4). The reduplicant copies the onset, coda and other features of the vowel (e.g. nasality), except for tone and the vowel itself.

(19) Reduplication with fixed vowel /ˈò/
(a)  i-pák-pák  ‘It’s not so red.’
    3Su-be.red-RED
(b)  yo-boŋ-báŋ  ‘It’s no so big.’
    3Su-be.big-RED
(c)  y-ápín-páŋ  ‘It’s not so short.’
    3Su-be.short-RED
(d)  i-rém-róm  ‘It’s not so blue.’
    3Su-be.blue-RED

(20) Reduplication with fixed vowel /e/
(a)  yo-boŋ-beŋ  ‘It expands.’ (It has the property of expanding)
    3Su-be.big-RED
(b)  o-dɔk-ʔá-ʔe  ‘I have a house.’
    1-house-CL-RED
(c)  y-ápín-páŋ  ‘It shrinks.’ (It has the property of shrinking)
    3Su-be.small-RED
(d)  áko-báŋ-bę  ‘There are bananas.’
    banana-CL-RED
(e)  w-e-wiap-ep  ‘I have a fan.’
     1-Poss-fan-RED

(f)  t-eí-he  ‘It has price.’
     3-price-RED

Following a proposal by Kim and Picanço (2003), I assume that fixed vowels are
underlyingly specified in the representation of these reduplicative morphemes.

\[
\begin{align*}
\text{(21)} & \quad \text{RED} = \sigma \\
& \quad \text{RED} = \sigma
\end{align*}
\]

Consider first reduplication with a fixed vowel /é/ in the following tableau. MAX-\(\mu\) guarantees its realization in the output, thus ruling out candidate (c). Candidate (d) realizes the vowel but not nasality, as opposed to (a) which minimally violates MAX-BR by copying this feature as well.

Tableau 9.10. Reduplication with a fixed vowel /é/.

<table>
<thead>
<tr>
<th>aPIN-RED (\sigma)</th>
<th>RED (\sigma)</th>
<th>MAX-(\mu)</th>
<th>MAX-BR[+nas]</th>
<th>MAX-BR</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. (\sigma)</td>
<td>aPIN-pànl</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. aPIN-apàln</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. aPIN-pàln</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. aPIN-pànl</td>
<td>*!</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

9.4.1 Reduplication and *\(\text{/e}/\)

Reduplication with the vowel /é/ is in conflict with a phonotactic restriction: *\(\text{/e}/\). In examining the phonotactic patterns in Mundurukú (Chapter 5), we saw that the language
prohibits the sequence /ʃ+/ə/. This prohibition is manifested in reduplication in the form of a
faithfulness violation in the reduplicant. Consider the following examples, which contain
reduplication with the vowel /ɔ/ ‘not so’. If the base contains /ʃ/ in onset position, this consonant
is replaced by [s] to avoid the forbidden sequence ʃə from emerging in the reduplicant, as
illustrated in (22).

\[(22)\]
(a) \text{i-poʃi-sò} ‘It’s not so heavy.’ *ipoʃiʃò
3Su-be.heavy-RED
(b) \text{t-aʃip-sòp} ‘It’s not so hot.’ *taʃipʃòp
3Su-be.hot-RED

In Chapter 5, I assumed a language-specific constraint that bans the combination /ʃ+/ə/.

\[(23)\] *ʃə – A sequence ʃə is prohibited.

An illustration is provided in the tableau below. Both *ʃə and MAX-µ dominate MAX-BR in
order to ban either ʃə or ʃi in the reduplicant, and MAX[-ant]\(^3\) bans the change ʃi → ʃi in the
base. [s] in the reduplicant is better than [t], because the former shares with [ʃ] the feature
 [+continuant], here enforced by MAX-BR [+cont].

\(\text{\footnotesize \(3\) MAX[-ant] – Any input specifications of the feature [-anterior] must have an output correspondents. This is not an adhoc constraint for the analysis. There is a morphophonological alternation, not examined here, that involves assimilation to the feature [-anterior], illustrated in (i). The labial nasal /m/ of the causative prefix \{mə-\} assimilates the feature [-anterior] of a preceding /i/ if another prefix is present, as \{o-\} in (i). If this prefix is not present, there is no assimilation, as in (ii).}
\)
(i) \text{o-i-mə-pik} \rightarrow \text{øŋəpik} [øŋə́pik]
1Su-3Ob-CAUS-be.burned
‘I burned it.’

(ii) \text{i-mə-pik-plet-ŋ} òn
3Ob-CAUS-be.burned-RED-IMPRF 1sg
‘I’m burning it.’
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9.4.2 V-Reduplication and epenthetic /h/

As already seen in Chapter 4, V-reduplication, a pattern of reduplication in which the syllable copied is simply V, requires an onset in the reduplicant. This onset is [h]. In reduplication with the fixed vowel /e/, the requirement is no different. If the base has a single vowel, [h] is inserted in the reduplicant, as illustrated in (20)f above, and formalized in Tableau 9.12 below. The result is a complete discrepancy between base and reduplicant, which ultimately share none of their segments; but this is only with the purpose of satisfying the privileged requirements.

This concludes the study of reduplication, and of the Mundurukú phonology. The next two sections conclude this work by comparing the historical and synchronic facts, and offering the global ranking out of which all processes examined in this dissertation can be generated.
9.5 Language change and its consequences

Turning now to the historical findings, all the changes investigated here may be characterized as shown in the following diagram. Every change in one area entails a corrosion somewhere else in the system by causing the emergence of new patterns. These are either restructured or continue in the language in the form of gaps, which may eventually be repaired. Restructuring may itself imply a new change so that the system seems to function like a cycle.

To illustrate this point, consider the changes that gave rise to the phonotactic restrictions *ʧi, *ʤi and *[ɲ]i, and to new contrasts in the language.

(24)

Change

Emergence of new patterns

Restructuring

Gap

(25) Stage I

Change: ***C > **ʧ/**D

New patterns: **ʧ restricted to: before _i, word-initially and post-consonantally.

The sequence **Di not found; no **D word-initially.
alternation **ʧ/**D in some morphemes.

Restructuring: **ʧ merges with ***Tʃ → **ʧ comes to have unrestricted distribution.

**ʧ/**D alternation as a regular morphophonological process.

Gaps: The sequence **Di not found; no **D word-initially.

Restructuring: Borrowings with **D word-initially (e.g. ʤarāy ‘orange (tree)’,
from Portuguese laranja).

Results: **ʧ may precede all vowels, and may occur word-initially and
post-consonantally.
A new morphophonological alternation.
Gap not repaired: the sequence **Di not found.
Gap repaired: **D may occur word-initially.

(26) Stage II
Change:    **D > *ʤ
New patterns: Contrast between *ʧ and *ʤ
Loss of the allophonic alternation *ʤ/*ŋ
*ʧ/*ʤ alternation
Restructuring: Primary split: *ʤ becomes independent; *ŋ merges with */ŋ/
*ʤ found in both oral and nasal contexts.
Gap:        *ʤ not found before /i/.

(27) Stage III
Change:    *ʧi > ŋi
New pattern: *ʧ may precede all vowels but /i/.
Restructuring: None
Gap:        The sequence ŋi not found.

9.6 The OT-based grammar of the phonology of Mundurukú

(28) provides the ultimate product: the OT-based grammar of Mundurukú. Excluding the ranking that determines the tonal system and creaky voice (see Chapter 8), all other phonological processes can be generated by one or other pathway in ranking. Crucially, where the structure splits, the constraints on one side cannot be ranked or co-ranked relative to the ones on the other side. Why this must be this way is a question I cannot answer; but given the analysis of various processes and morpheme-specific requirements, the final observation is that these two sub-rankings must be regarded as mutually exclusive. (The constraints on the bottom are those which play no major role in the phonology of the language; their relative ranking does not seem to be essentially required.)
To summarize the discussion, the primary generalizations obtained with this study are the following.

1. Languages make use mostly of universal constraints, but language-specific statements may also be part of the design of languages.
2. Different rankings may not suffice to explain differences between grammars. Two related grammars may have the same ranking, but different underlying representations (e.g. the difference between dialects A and B examined in Chapter 7), or different applications of the same constraint, from more/less restricted to less/more restricted (e.g. the difference in nasal harmony between Mundurukú and Kuruaya, Chapter 6).

3. Synchronically, there may not be a sudden emergence of ‘unmarked’ properties. It may simply be a consequence of the evaluation of candidates. Every candidate equally strives to win, but evaluation depends on the ranking, and the position of particular constraints in the ranking (e.g. emergence of ONSET in reduplication, chapters 4 & 9).

4. ‘Restrictions’ on the distribution of segments may not necessarily be synonymous of ‘prohibitions’; they may be accidental gaps caused by sound changes (see especially Chapter 5 and §9.5 above).

5. Language-specific constraints may emerge as the language evolves, as a consequence of diachronic changes (e.g. *dē, chapters 5 and 6).

6. Constraints may be lost as the language evolves. Once a constraint loses its status for another which it crucially dominates, this constraint may be completely lost, allowing new patterns to be generated (e.g. *#r, Chapter 4).

Most importantly, a synchronic grammar is a composite of universal and language-specific properties, both which manifested in the form of grammar-specific uses; these in turn are determined by diachronic changes. This is relatively consistent with the view that the changes a language undergoes explain its structure (e.g. Bybee 1988; Blevins 2004; for a good discussion see Kiparsky 2004).

(29) Diachronic changes

\[
\text{Synchronic properties of grammars} \downarrow \\
\text{Universal} \quad \text{Language-specific}
\]
Appendix

List of Constraints

**Faithfulness constraints**

1. **MAX-IO** (p.100)
   Input segments (C and V) have output correspondents.

2. **MAX-µ** (p.107)
   Input moras have output correspondents.

3. **MAX[+cont]** (p.155)
   Input [+continuant] segments have output correspondents.

4. **MAX[+son]** (p.155)
   Input [+sonorant] segments have output correspondents.

5. **MAX[-son]** (p.155)
   Input [-sonorant] segments have output correspondents.

6. **MAX[±voice]** (p.276)
   Input [±voice] segments have output correspondents.

7. **MAX[-ant]** (p.384, fn)
   Any input specifications of the feature [-anterior] must have an output correspondent.

8. **MAX[+sonorant]_{ROOT} (=MAX[+son]_{RT})** (p.372)
   Input [+sonorant] segments of a root must have output correspondents.

9. **MAX[c.g.]** (p.347)
   A feature [+constricted glottis] in the input must have a correspondent in the output.

10. **MAX(H)** (p.336)
    A feature [+upper] in the input must have a correspondent in the output.

11. **MAX-BR** (p.377)
    A segment of the base must have a correspondent segment in the reduplicant.

12. **MAX-BR[+nas]** (p.377)
    If the feature [+nasal] is in the base, then it is the reduplicant.
If a tonal feature is in the base, then it is the reduplicant.

If the feature [+nasal] is in the base, then it is in the reduplicant.

If the feature [+constricted glottis] is in the base, then it is in the reduplicant.

If a [+continuant] segment is in the base, then it is in the reduplicant.

Any input path between [+nasal] and an anchor must have a correspondent path in the input.

Any input path between [+upper] and an anchor must have a correspondent path in the output.

Any input path between [-raised] and an anchor must have a correspondent path in the output.

Any input path between Place specifications and an anchor must have a correspondent path in the output.

Every feature [+upper] in the output must have a correspondent in the input.

Every feature [-raised] in the output must have a correspondent in the input.

Every feature [-upper] in the output must have a correspondent in the input.

A [+sonorant] segment in the output must have a correspondent in the input.
(25) **DEP-BR**  
A segment in the reduplicant must have a correspondent segment in the base.

(26) **DEPPATH[nasal]**  
Any output path between [+nasal] and an anchor must have a correspondent path in the input.

(27) **DEPPATH[c.g.]**  
Any output path between [+constricted glottis] and an anchor must have a correspondent path in the input.

(28) **UNIFORMITY-IO(Tone) (=UNIF-T)**  
If a and b are distinct elements with respect to a tone T in the input, then their output correspondents a’ and b’ are also distinct with respect to T.

(29) **W-CONTIGUITY**  
The portions (i.e. morphemes) of W(ord) standing in correspondence form a contiguous string, as do the correspondent portions of W.

(30) **M-CONTIGUITY**  
The portions (i.e. segments) of M(orheme) standing in correspondence form a contiguous string, as do the correspondent portions of M.

(31) **PARSE-MORPH** - A morph must be realized in the output.  

**Sequential prohibitions**

(32) ***COR-COR** – A sequence coronal-coronal is prohibited.  

(33) ***HiBk-HiBk**  
A sequence [+high, -back]+[+high, -back] is prohibited within a syllable.

(34) ***HiRd-HiRd**  
A sequence [+high, +round]+[+high, +round] is prohibited within a syllable.

(35) ***HH**  
A sequence [+upper]+[+upper] is prohibited.

(36) ***LL**  
A [-upper, -raised] mora may not be immediately preceded by a [-upper, -raised] mora.
(37) *L∅ (p.326)
A [-upper, -raised] mora may not be immediately preceded by a [-upper] mora.

(38) *HL (p.362)
A sequence [+upper]-[-upper, -raised] is prohibited.

(39) *CG-L (p.367)
A sequence [+constricted glottis, -upper]-[-constricted glottis, -upper] is prohibited.

(40) *ORAL-NASAL (revised) (p.243)
In a string of segments s_n…s_2, s_1, if
(i) s_2 immediately precedes s_1, s_n immediately precedes s_2, and
(ii) s_2, s_n are [+sonorant, ±syllabic], but
(iii) s_1 is [+sonorant, +syllabic, +nasal],
then s_2, s_n must also be [+nasal].

Grounded constraints

(41) NAS/SON (p.225)
If [+nasal], then [+sonorant].

(42) *[c.g.]/[+upper] (=*CG/H) (p.346)
If [+constricted glottis] then not [+upper]; or
If [+constricted glottis] then [-upper]

(43) *VOIVEL – A velar [-sonorant] must not be voiced. (p.276)
(44) *VOICOR – A coronal [-sonorant] must not be voiced. (p.276)
(45) *VOILAB – A labial [-sonorant] must not be voiced. (p.276)

Alignment constraints

(46) ALIGN(H) – Align (Floating H tone, Right, PWd, Right) (p.336)
A floating [+upper] feature must be aligned with the right edge of a prosodic word.

(47) ALIGN-R – Align (Morpheme, Right, Syllable, Right) (p.130)
The right edge of a morpheme must be aligned with the right edge of a syllable.
Well-formedness and markedness constraints

(48) *Complex\textsubscript{Def} \hspace{1cm} (p.96)
Given a string of segments (Cs and Vs), and three positions within a syllable (onset, nucleus and coda), parsing of more than one segment to the same position is prohibited.

(49) $\sigma$\textsubscript{NUC} – Syllables must have nuclei. \hspace{1cm} (p.97)

(50) $\sigma$\textsubscript{MORA} – Syllables must have weight (as encoded by the mora). \hspace{1cm} (p.97)

(51) ONSET – A syllable must have onset. \hspace{1cm} (p.97)

(52) NOCODA – A syllable must not have coda. \hspace{1cm} (p.97)

(53) RED = $\sigma$ ($=$RED$\sigma$) \hspace{1cm} (p.377)
The reduplicant is a syllable.

(54) HAVEREGISTER \hspace{1cm} (p.315)
Every mora must have at least one register feature.

(55) *CG \hspace{1cm} (p.347)
Specifications of the feature [+constricted glottis] are prohibited.

(56) *$\ddot{\iota}$\sigma \hspace{1cm} (p.357)
The laryngeal /$\ddot{\iota}$/ is prohibited in coda position.

Language-specific constraints

(57) *d$\ddot{\iota}$ – The sequence d$\ddot{\iota}$ is prohibited. \hspace{1cm} (p.289)

(58) *f$\ddot{\iota}$ – A sequence f$\ddot{\iota}$ is prohibited. \hspace{1cm} (p.216, 384)

(59) Dependent-Head-Relation[voice] (DHR[voi]) \hspace{1cm} (p.286)
In a Dependent-Head relation, $\alpha$ is a segment of Dependent, and $\beta$ a segment of Head.

Let $\alpha$ and $\beta$ be adjacent,

(i) if $\beta$ is [-son, +cons, -cont], but $\alpha$ is [-cons], then $\beta$ is [+voiced]; but

(ii) if $\alpha$ is [+cons], then $\beta$ is [-voice].
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